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Abstract Testing low power very large scale integrated (VLSI) circuits in the recent times has becoriwala crit
problem area due to yield and reliability problems. This research work lays emphasis on reducing power
dissipation during test application at logic level and registersfer level (RTL) of abstraction of the VLSI
design flow. In the initial stagehis research work addresses power reduction techniques in scan sequential
circuits at the logic level of abstraction.

Implementation of a new best primary input change (BPIC) technique based on a novel test application strategy
has been proposed. The teitfjue increases the correlation between successive states during shifting in test
vectors and shifting out test responses by changing the primary inputs such that the smallest number of
transitions is achieved. The new technique is test set dependenisaagglicable to small to medium sized full

and partial scan sequential circuits. Since the proposed test application strategy depends only on controlling
primary input change time, power is reduced with no penalty in test area, performance, testgffterst
application time or volume of test data. Furthermore, it is indicated that partial scan does not provide only the
commonly known benefits such as less test area overhead and test application time, but also less power
dissipation during test appéition when compared to full scan. With a view to promote for power savings in
large scan sequential circuits, a new test set independent multiple scabagwdrtechnique which employs a

new design for test (DFT) architecture and a novel test applicatiategy has been indicated in this research
work. The technique has been validated using benchmark examples and it has been shown that power is reduced
with low computational time, low overhead in test area and volume of test data and with no petesdty in
application time, test efficiency, or performance. The second part of this dissertation addresses power reduction
techniques for testing low power VLSI circuits using binliselftest (BIST) at RTL. First, it is important to
overcome the shortcongs associated with traditional BIST methodologies. It is shown how a new BIST
methodology for RTL data paths using a novel concept called test compatibility classes (TCC) overcomes high
test application time, BIST area overhead, performance degradatibrmevoof test data, fauliscape
probability, and complexity of the testable design space exploration. Secondly, power reduction in BIST RTL
data paths is achieved by analyzing the effect of test synthesis and test scheduling on power dissipation during
teg application and by employing new power conscious test synthesis and test scheduling algorithms. Thirdly,
the innovative BIST methodology has been validated using benchmark examples. Also, the research work states
that when the power conscious test symihelong with the test scheduling is combined with novel test
compatibility classes and in this proposed research work, simultaneous reduction in test application time and
power dissipation is achieved with low overhead in computational time.

Keywords Testing low power very large scale integrated (VLSI), Registesfer level (RTL), Test
compatibility classes (TCC), Builh selftest (BIST), Best primary input change (BPLMear feedback shift
register (LFSR)

Introduction of integrated ccuit (IC) manufacturing and
The topic of this investigation ispower consumer expectations of flawless products.
minimisation during test application in low  Manufacturers test their products and discard the
power digital very large scale integrated (VLSI) defective components to ensure that only defect
circuits. This is a suproblem of the general free chips make their way to the consumer. With
goal of testing VLSI circuits. Testing VLSI the advent of deep suhicron technadgy, the
circuits bidges the gap between the imigetion tight constraints on power dissipation of VLSI
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circuits have created new challenges for testing
low power VLSI circuits which need to
overcome the traditional test techniques that do
not account for power dissipation during test
application.

Theaim of this chapter is to place the problem of
testing low power VLSI circuits within the
general context of the VLSI design flow. The
rest of the chapter is organised as follows.
Overviews the VLSI design flow and outlitiee
importance of tegtg integrated circuits.
External testing using automatic test equipment
and the need for design for test (DFT) methods
are described irthis research papentroduces
built-in  selftest (BIST) and provides the
terminology used throughout the dissertation
with the help of detailed examples.describes
the importance of power minimisan during
test application for low power VLSI circsit
which will lead to an improvaent in both test
efficiency and circuit yield and reliability.
Finally it provides an oerview of the
dissertation and outlines the mainntriibutions

of the research pgrpamme.

VLSI Design Flow

In the complementary metaixide
semiconductor (CMOS) technology, process
technolgi es race to keep p
which observesthat chip processing power
dowbles every 18 monthd]. While the increase

in integation comes with numerous bdical
effects, the perception of the faulty behaviour is
changing. This section introduces the design and
test flow of CMOS itegrated circuits, which is
the dominant fabrication technology for
implementation of VLSI circuits that contain
more than 10transistors.

As shown in Figurel the design flow of VLSI
circuits is divided into three main steps:
specification, implementation and manufacturing
[2]. Specification is the step of describing the
functionality of the VLSI circuit. The
specification is done in hardware description
languags (HDLs), such as VHDL3] or Verilog

in two different design domains, the behavioural
domain or the structural domaid][ at various
levels of abstraction. For example the logic level
of abstraction is represented by means of
expressions in Boolean alga in the
behavioural domain, or interconnection of logic
gates in the structural domain. Going up in
abstraction level, one reaches the register
transfer level. Registdransfer level (RTL) is
the abstraction level of the VLSI design flow
where an integted circuit is seen as sequential
logic consisting of registers and functional units
that compute the next state given the current
memory state. The highest level for system
specification is the algorithmic level where the
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specification consists of tasltkat describe the
abstract functionality of the system.

Implementationis the step of generating a
structural netlist of components that péorm
the functions required by the specification.
According to the design methodology, the
implementation can be either full custom or
Semicustom. In the full custom d&gn
methodology the design is handcrafted requiring
an exensive effort of a design team to optimise
each detailed feature of the circuit. In
semicustom design methodology, which can be
either library celbased or gate arrdyased, a
significant portion of the implementation is done
automatically using computaided design
(CAD) tools. CAD tools are used to capture the
initial specification in hardware description
languages, to translate the initial specification
into internal representation, to translate the
behaviour into structural implementation, to
optimise the resulted ndist, to map the circuit
into physical logic gates , and to route the
connections between gates.

Manufacturing is the final step of the VLSI
design flow and it results in a physical circuit
realised in a fabrication technology with
trarsistors  connected as  specified by
implementation. The term fabrication technology
eefers towthe semiddodoatoe precess ased to
produce the circuit which can be characterised by
the type of semiconductor (e.g. silicon), the type
of transistors (e.g. CMOS)nd the details of a
certain transistor technology (e.g. 0.35 micron).
CMOS technology is the dominant technology
for manufacturing VLSI circuits and it is
considered throughout this dissertation. From
now onwards, unless explicitly specified, the
term VLSI circuit refers to CMOS VLSI circuit.
Due to significant improvement in the
fabrication technology designers can place
millions of transistors on a single piece of silicon
that only accommodated thousands of transistors
a few decades ago. However, comptiessigns
are more failurgorone during the design flow.
Therefore, to increase the reliability of the final
manufactured product two more problems have
to be addressed during the early stages of the
VLSI design flow shown in Figurg: verification
andtesting Verification involves comparing the
implementation to the initial specification. If
there are mismatches during verification, then
the implementation may need to be modified to
more closely match the specificatio®)].[ In
traditional VLS| design flow the comparison
between specification and implementation is
accomplished through exhaustive simulation.
Because exhaustive simulation for complex
designs is practically infeasible, simulation
provides at best only a probabilistic asmce.
Formal verification, in contrast to simulation
uses rigorous mathematical reasoning to prove
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that an implementation meets all or parts of its
specification.

Testing assures that the function of each
manufactured circuit corresponds to the function
of the implementation 6]. Producing reliable
VLSI circuits depends strongly on testing to
eliminate various defects caused by the
manufacturing process. Basic types of defects in
VLSI circuits are the following: particles (small
bits of material that bdge two lines), incorrect
spacing, incorrect implantalue, misalignment,
holes (eposed area that is unexpectedly etched),
weak oxides, and contamination. The defects
lead to faulty behaviour of the circuit which can
be determined either by parametricasting or
logic testing. Testing circuits parametrically
includes measuring the current flowing through
the power supply in the quiescent or static state.
As CMOS technology scales down parametric
testing is no longer practical due to an increase in
subthreshold leakage current. Logic testing
involves modelling manufacturing defects at the
logic level of abstraction of the VLSI design
flow, where faulty behaviour is measured by the
logic value of the primary outputs of the circuit.
The basic fault modelsof logic testing are
stuckat fault model, bridging fault model, open
fault model, and timing related fault models such
as gate delay and path delay fault models. The
earliest and most common fault model is the
stuckat fault model where single nodes ireth
structural netlist of logic gates are assumed to
have taken a fixed logic value (and thus is stuck
at either 0 or 1). From now onwards throughout
this dissertation, testing VLSI circuits refers to
the most common and generally accepted logic
testing forstuckat fault model.

Having described manufacturing defects and
their fault models, the following two sections
describe how test patterns are applied to the
circuit under test to distinguish the fault free and
faulty circuits. The application of tepatterns to
detect faulty circuits can be done either
externally using automatic test equipment or
internally using builin selftest.

hardware description

‘ Specification:
languages (HDL)

Verification:
; ¥ N exhaustive sim
‘ Implementation: " formal verificat

full custom, cell libraries,
gate arrays k
' Testi_ng:.

Manufacturing; autqmahc test
equipment (A

complementary metal — »
oxide semiconductor (CMOS)

built-in self-te:

Figure 1: VLSI design flow
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Verification involves comparing th

implementation to the initial specification. If ATE memory with test Cireatt

there are mismatches during verification, then pattems generated by téar - -
the implementation may need to be modified to eion (ATEG > ~ (— ol feerenmonses
more closely match the specification. In (CUT

traditional VLS| design flow the coparison

between specification and plementation is Automatic Test Equipment (ATE):
accomplished through exhaustive simulation. control processor, timing module,

Because exhaustive simulation for complex power module, format module

designs is practically infeasible, simulation

provides at best only a probabilistic assgean

Formal verification, in comast to simulation

uses rigoros mathematical reasoning to prove Figure 2: Basic principle of external testing
that an implementation meets all or parts of its using ATE

specification 6].

Testing assures that the function of each
manufacturedircuit corresponds to the futian

of the implementation. Producing reliable VLSI
circuits depends strongly on testing to eliminate
various defects caused by the manufacturing
process. Basic types of defects in VLSI circuits
are the following: particles (small bits of material
that bridge two lines), incorrect spacing,
incorrect implant valuemisalignment, holes (ex
posed area that is unexpectedly etched), weak
oxides, and contamination. The defects lead to
faulty behaviour of the circuit which can be
determined either by parametrical testing or logic
testing. Testing circuits parametricallyclodes
measuring the current flowing through the power
supply in the quiescent or static state. As CMOS
technology scales down parametric testing is no
longer practical due to an increase in -sub
threshold leakage current. Logic testing involves
modelling nanufacturing defects at the logic
level of abstraction of the VLSI design flow,
where faulty behaviour is measured by the logic
value of the primary outputs of the circuit. The
basic fault models for logic testing are stwatk
fault model, bridging fault mdel, open fault
model, and timing related fault models such as
gate delay and path delay fault models. The
earliest and most common fault model is the
stuckat fault model where single nodes in the
structural netlist of logic gates are assumed to
have t&en a fixed logic value (and thus is stuck
at either 0 or 1). From now onwards throughout
this dissertation, testing VLSI circuits refers to
the most common and generally accepted logic
testing for stuclat fault mode[8]

Having described manufacturingefdcts and
their fault models, the following two sections
describe how test patterns are applied to the
circuit under test to distinguish the fault free and
faulty circuits. The application of test patterns to
detect faulty circuits can be done either
extenally using automatic test equipment or
internally using builin selftest.
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External Testing Using Automatic Test
Equipment and deterministic algorithms. Random ATPG
algorithms involve generation of random vectors

Given the design complexity of state of the art andtest efficiencytest quality quantified by fault
VLSI circuits, the manufacturing test pcess  coverage) is determined by fault simulatid). [
relies heavily on automation. Figueshows the  Determinisic ATPG algorithms generate tests by
basic principle of external testing using automatic Processing a structural niest at the logic level
test equipment with its three bagj;omponents: of abstraction using a Specified fault list from
circuit under testis the integrated circuit part Compared to random ATPG algorithms,
which is tested for manufacturing defects; deterministic ATPG algorithms produce shorter
automatic test equipmegATE) including control ~ @nd higher quality test in terms of test
processor, timing module, power module, and efficiency, —at the expense of longer
format module;ATE memorythat supplies test Ccomputational time. High computational time
patterns andmeasures test responses. In the associated with deterministic ATP&gorithms
fo”owing an overview [9] of each of the is caused by low chrDIIablllty -and.Obse-rvablllty
previ0u5|y outlined Components is presented_ of the internal nodes of the circuit. This prOblem
is more severe for sequential circuits where
The circuit under test (CUT)s the part of silicon ~ despite recent advancements in ATPG@] [
wafer or packaged device to which tests arecomputational time is large, and test efficiency is
applied to detect manufacturing defectfhe  not satisfactory. Further, the growing disparity
connections of the CUT pins and bond pads tobetween the number of transistors on a chip and
ATE must be robust and easily changedcsin the limited input/output pinsnakes the problem
testing will connect and disnnect millions of ~Of achieving high test efficiency very
parts to the ATE to individually test each part. complicated and time consuminesign for
testability (DFT) is a methodology that improves
The ATE includes control processor, t|m|ng the testablhty, in terms of Controllability and
moduke, power module,and format modle. ~ observability, by adding test hardware and
Control processor is a host computer that controlsintroducing speific test oriented decisions
the flow of the test process and communicates toduring the VLSI design flow shown in Figule
the other ATE modules whether CUT is faulty or This often results in shorter test application time,
fault free. Timing module defines clock edges higher fault coverage and hence tesfeciency,
needed for each pin of the CUT. Format mledu and easier ATPG. The most common DFT
extends test pattern information with timing and methodology is scan based DFT where
format information that specifies when the signal Sequential elements are modified to scan cells
to a pin will go high or low, and power module and introduced into a serial shift register. This is
provides power supply to CUT and is responsible done by having a scan mode for each scan cell
for accurately measuring currents and voltages. ~ Where data is not loaded in parallel from the
combinational part of the circuit, but & shifted
The ATE menory contains test patterns supplied to in serially from the previous scan cell in the shift
the CUT and the expected fault free responsesregister. Scan based DFT can further be divided
which are compared with the actual responsesinto full scan and partial scan. The main
during testing. State of the art ATE measures advantage of full scan is that by modifying all
voltage response with millvolt accuracy at a the sequential elements to scan cells it reduces
timing accuracy of hundreds ofgpsecondsTest ~ the ATPG problem for sequentialrcuits to the
patternsor test vectorstored in ATE memory are more computgonally ~tractable ATPG  for
obtained using automatic test pattern generationcombinational circuits. Orhe other hand, partial
(ATPG) algorithms. From now ewards scan modifies only a small subset of sequential
throughout this dissertatiottest patternsandtest ~ €lements leading to lower test area overhead at
vectors are used interchangeably. ATPG the expense of more compleXPG.
algorithmscan broadly be classified into random

Time

Di+1 D+t D+l S+l Si+1 Si+1
t+m p-1 p-2 0 m-1 m-2 0

| | | | +1 1+1

t+m-1 D p1 Dp2 Do Yo S m1 S "1
: : b oDpha
t+1 Dpr 1 D'p2 D'
t [)'p_1
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Figure 3: Scan based design

The introduction ofscan based DFT leads to the rficdtion of thetest application strategwhich describes

how test patterns are applied to the CUT. Unlike the case of combinational circuits-scamosequential

circuits where a test pattern is applied every clock cycle, when scan based DFT is employed each test pattern is
applied in ascan gcle Figure3illustrates the application of a test pattern

Vit 1 _pit 1 pi+ 1 .. pit 14+ 1 g+ 1:::S"! at timet +m after shifting out the test response

plp2 Omlm2 0
of test patterr, = D' D' :::D'S S :::S applied at 1, wherepis the nunber
plp2 Om1im2 0

of primary inputs, anan is the number of memory elements modified to scan &lls :S; jthat are pseudo
inputs to the CUT. The scan cycle lastsror1 clock cycles ofvhich m clock cycles are required to shift out
the pseudo output part of the test responiseé' : : :Y' for test vectolVi (timettot + m1) and one clock cycle is
required to
milm2

applyVi: 1.

0

This section has described the basic principles afreat testing using ATE and coepts of scan based DFT
method. Finally, it should be noted that five main test parameters which assess the quality of a scan DFT method
when using external ATE are: test area required by extra DFT hardware, performaneéfictesty, test
application time and volume of test data.

A

Test
Mod
'
|
|

e
Signature
Analyser

Good/Bad

Integrated circuit part

Ll >

Cirenit
Under
Test

(CUT)

Test
Pattern
Generator

Figure 4: Basic principle of internal testing using BIST
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Internal Testing Using Built-In Self-Test

Despite its benefits of detecting manufacturing
defects, external testing using ATE has the
following two problems. Firstly, ATE s
extremely expensive and its cost is expected to
grow in the future as the number of chip pins
increases 10]. Secondly, when applying
generally accepted stdased DFT, test patterns
cannot be applied to the circuit under test in a
single clock cycle since they need to be shifted
through the scan chain in a scan cycle. This
makes aspeed testing extremely difficult.

These problems have led to developmeft o
built-in selftest (BIS] which is a DFT method
where parts of the circuit are used to test the
circuit itself. Therefore test patterns are not
generatedexternally as in the case of ATE
(Figure 2), but they are generateihternally
using BIST circuitry. To a greaextent this
alleviates the reliance on ATE and testing can be
carried out at normal functional speed. In some
cases this not only substantially reduces the cost
of external ATE, but also enables the detection
of timing related faults. The basic principle of
BIST is illustrated in Figure4. The heavy
reliance on external ATE including ATE
memory which stores the test patterns (Figl)re

is eliminated by BIST which eptoys on chip
test pattern generator (TPG) and signature
analyser (SA). When the circuit is in the test
mode, TPG generates patterns that set the CUT
lines to values that differentiate the faulty and
fault-free circuits, and SA evaluates circuit
responses.

The most relevant approach for exhaustive,
pseudo exhaustive, and  pseudorandom
generation of test patterns is the use of a linear
feedback shift register (LFSR) as TPGI1]
LFSR is widely employed by BIST methods
mainly due toits simple and fairly regular
structure, its pseudorandom properties which
lead to high fault coverage and test efficiency,
and its shift property that leads to easy
integration with serial scan The typical
components of an LFSR are memory elements
(latches or flip flops) andexclusive OR (XOR)
gates. Despite their simple appearance LFSRs
are based on complex mathematiteadory that
helps explain their behaviour as test pattern
generators and response analysers. While LFSR
can be used to compact and analyse the test
responses for singleutput CUT, its simple
extension to multipkénput signature analyser
(MISR) compacts and analyses testquences
for multiple-output CUT. MISR can be extended
to built-in logic block observer (BILBO) or to
concurrent BILBO (CBILBO) to perform both
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test pattern generation and signature analysis. An
alternative to LFSR for test pattern generation
are cellularautomata (CA) in which each cell
consisting of a memory element is connected
only to its neighbouring cells.

Based on the time of application and its relation
to functional operation, BIST methods are
classified in two broad categories,-lime BIST
and off-line BIST[12] On one hand, in cline
BIST testing occurs during functional operation.
Despite its benefits of Hield testing and oiine
fault detection for improving fault coverage,-on
line BIST leads to excessive power dissipation
which increase packaging cost and reduces
circuit reliability. Moreover, odine testing
conflicts with power management policies
implemented in the state of the art deep-sub
micron VLS| circuits to reduce power
dissipation. This makes dme BIST highly
inefficient for testing low power VLSI circuits.
On the other hand, the same test efficiency is
achieved by offine BIST which deals with
testing a circuit when it is not performing its
normal functions. From now onwards throughout
this dissertation, unless explicitgpecified, the
term BIST refers to offine BIST.

Based on the tradeff between test application
time required to achieve a satisfactory fault
coverage and BIST area overhead associated
with extra test hardware, BIST methods can
broadly be classified to scan BIST and parallel
BIST. BIST embedding is a particular case of the
parallel BIST where functional registers are
modified to test registers to geme test patterns
and analyse test responses when the circuit is in
the test mode. Scan BIST and Bl$mbedding
methodologies are described in the following
two subsections.

— counfer: *

N/T

v

—
[ LFsr | sr

£ Ur IR T R
Primary Inputs  Pseudo Inputs

[l .
CUT
Primary Outputs  Pseudo Outputs

“ Scan chain
| ———
Go/NoGo  Zav v -

MISR "

NT

Figure 5: Basic principle of scan BIST

methodology
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Scan BIST Methodology

Scan BIST methodology is an extension of scan DFT method introduced, where test patterns are not
shifted in the scan chain using external ATE, but they are generateldipomising TPG. The basic
principle of scan BIST is shown in Figubeln order to provide pseudorandom patterns, an LFSR is used

as the TPG, and the serial output of the LFSR is connected to a shift register (SR) connected to the
primary inputs of the CUT in order to supply the test pattern. The serial output sfc®Rrected to the

serial input of the internal scan chain, and the serial output of the scan chain and primary outputs of the
CUT are analysed using an MISR. A counter is employed to indicate when shifting is complete, so that
the pattern stored in the S&d scan chain can be applied to the CUT by activating N/T. The extra
hardware required by the counter, SR, LFSR, and MISR leads to a minor impact on the performance,
however at the expense of long test application time to achieve satisfactory faudigeovidre long test
application time is due to applying each test pattern in a scan cycle which comprises the time required to
shift in the patterns into the SR and the internal scan chain. Therefore, the test application strategy for a
scan BIST methodolggis calledtestperscan[12]. This is unlike thetestper-clock test application
strategy where a test pattern is applied every clock cycle as in the case BfStheembedding
methodology explained in the following section.

LFSR 1
R ¥ ¥ T
CUT
g
¥ ¥ ¥ .
MISR R

Test clock

Figure 6: Parallel BIST

BIST Embedding Methodology

In a parallel BIST methodology, test patterns are applied to the CUT every clock cycle which leads to a
substantial reduction in test application time when compared to the scan BIST methodologySigure
Figure6 shows a circuit under test havipgnputs andg outputs which is tested as one entity using an
LFSR for test pattern generation and an MISR for signature analysis. Since most practical circuits are too
complex to bedsted as one entity, a circuit is partitioned into modB&ST embeddings the parallel

BIST methodology where each module is a test primitive irséimse that test patterns are generated and
output response are compressed using testisegs for each module [L3]. This methodology is
particularly suitable for data path circuits described at regfistesfer level of the VLSI design flow
where modules are tested using test registers which are a subset of functional registers. The following

example oveviews the BIST embedding methodology for RTL data paths.

Example 1. Consider the data path shown in Figurevhich was described initially. The data path

consists of six moduldd;: : :Mg, and nine registef’;: : :Ry that are modified into test registers. To make
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a module testable, each input port is directly or indirectly (through a driving path as multiplexer network

or a bus) fed by a TPG and every output port directly or indirectly feeds a SA. For exampleaisetioé c
M;, LF SR acts as TPG anMlISR, operates as SA. These TPGs and SAs are said to be associated with
moduleM;. TPGs and SAs are configured as one of the following: LFSRs, MISRs,

[1FsrR: | [LFSR2 |

[LFsR3 | [LFSR4 |

l
S l
L M|
]
S
[Misrs | |[LFsRs | [LFSR; | [BILBOS |
Lo ) s | [ a6 |
N

Figure 7: Example 1 data path

BILBOs, and CBILBOs During the test of
modulesM,, k = 1: : :6, the associated TPGs and
SAs are first initialised to known states, then a
sufficient number of test patterns are generated
by the TPGs and applied k. Outputs fromMVy

are compressed in SAs to form a signature. After
all patterns are applied td,, the final signature

is shifted out of the SAs and compared with the
fault-free signature.

Test hardware is allocated such that each module
receivegest patterns and itsitput responses are
observable during test. The process of allocating
test hardware (test resources) to each module is
referred to asest synthesisSince test hardware

is allocated for BIST test synthesigand BIST
synthesisare used interchangeably dighout

this dissertation.Due to the test hardware
required by TPGs and SAs, a BIST data path has
a greater area than the original circuit. This extra
area is referred to &IST area overheadAlso,

test hardware often increases circuit delays that
may lead to performance degradationDe
pending on test hardware allocation generated by

2512

test synthesjssome modules from the data path
may be tested at the same time while others
cannot. This is due to the conflicts which may
arise between different moduldsat need to use
the same test resources during testingtest
schedulespecifies the order of testing all the
modules by eliminating all the conflicts between
modules. A test schedule is divided into several
test sessionswhere in each test session ome o
more modules are tested. Data paths with many
modules in conflict have a higher number of test
sessions and hence longer test application time.
The test application timeof a builtin self
testable data path is the time to complete the test
schedule addkto the shifting time required to
shift in the seeds for test pattern gertera and
shift out signatures stored in signature analysers
as described in Example In the following the
concepts defined in are introduced based en th
example data path shown in Figure These
concepts are necessary to understand how a test
schedule is generated and serve as a basis for the
technique proposed this research paper
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A test ty for a moduleM, has anallocation

relation with a test registeR if the register (1) (2) (8) (4) (t5)
generates test patterns fbty or analyses test - . W W w
responses ofM,. In general, the allocation 4 o=

between modules and test registers can &
represented by a bipartite graph with a node s¢ < < X A e A S T o
consisting of tests and resources. Tasource (R1) (R2) (R3) [R4) [Rs) (Re) (R7) (Rs) [Ro
allocation graphfor the data path example from ' o '
Figure7 is show in Figure8(a) If there is an (a) Resource allocation graph

allocation relation betweepandR, then there is

an edge betweert, and R in the resource t (1)
allocation graph. For example in the casevigf ’

from Figure7 LF SR andLF SR generate test @
patterns, andMISR; analyses test responses.
Therefore, in the resource allocation grapt . ‘
shown in Figured(a) there is an edge between ts (1) (1) ()
andR,, betweert, andR;, and betweety, andRs.
If a resource node (register) is connected to mot ta o
that one test this indicates a conflict between th (© Test incompatibility
tests that require that resource. A pair of test (b) Test compatibility graph graph

that share a test resource cannot be run.

concurrently and are referred toiasompatible

Otherwise, they are compatible Pairs of Fi 8 R I . ibil
compatible tests form a relation on the set of igure 8: Resource allocation, test compatibility

tests which is a compatibility relation. Such a@nd incompatibility graphs for data path shown in
relaton can be represented by fest Figure7
compatibility graph(TCG)shown in Figure3(b).

In a TCG a node appes for each test and an

edge exists between two nodes if the

corresponding two tests are compatible. For

example, in the case of TCG from FiguBéh)

there is an edge betwegénandt; since the two

tests do not share any resourgeshe resource

allocation graph shown in Figui®&a) The test

compatibility graph indicates which tests can be

run concurrently. The complement of the test

compatibility graph is theest incompatibility

graph (TIG) shown in Figue 8(c). Unlike the

TCG where there is an edge between two

compatible tests, an edge appears in the TIG if

the corresponding two tests are incompatible, i.e.

they share thesame resources in the resource

allocation graph shown in gire8(a).

-
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For example, sincelF SR (or simply Ry)
generates test patterns for béth and M, there

is an edge between betwedd and t, and
another edge betwed®, andt, in the resource
allocation graph. This will lead to a conflict
betweenM, andM, and an edge betwe¢nand

t, will be introduced in the TIG shown in Figure
8(c). The TCG and the TIG can be used as a
basis for scheduling the tests such that the

COMPUSOFT, An international journal of advanced computer technology, 6 (12), December-2017 (Volume-VI, Issue-XIT)

different tests. Example2 outlines this
interrelation between test synthesis and test
scheduling.

Example 1.2 Figure 9 showsa data path with
two registersR; and R,, and two modles, M,
and M. If only registerR; is modified to aLF
SR for generating test patterns for bdiy and
M, (through a multiplexer), then due to the test

number of test sessions and hence the total test resource conflict it is necessary to schedule tests

application are minimised. A clique (a complete
subgraph of a graph) of the TCG represents a set
of tests which can run concurrently. For
example, in the case of the TCG shown in Figure
8(b), fty;tstsg is a cligue which means that
modules M;, Ms;, and M, can be tested
concurrenly. Thus, the test scheduling problem
reduces to finding all the cliques in the TCG and
covering all the nodes in the TCG with the
minimum number okliques. This problem can
also be thought of as finding the minimum
number of colours required to colouretiTIG.
This is because the graph colouring problem
aims to minimise the number of colours in a
graph such that two adjacent nodes do not have
the same colour. Since all the nodes with the
same colour in the TIG belong to the same clique
in the TCG, minimunnmumber of colours in the
TIG will indicate the minimum number of test
sessions which leads to the lowest test
application time. The test scheduling problem to
minimise the test application time was shown to
be NRhard [L6] and therefore fast heuristics
must be developed. Also, efficient algorithms for
BIST synthesis for RTL data paths are required
since it was formulated as-D integer linear
programming problem, which is, in general,-NP
hard.

It should be noted that test scheduling differs
fundamentally from traditional operation
scheduling in high level synthesis (HLS). Unlike
operation scheduling which is based on a data
dependency graph, test scheduling is based on
the TCG and the TIG shown in Figurg&) and
8(c). Therefore, in test scheduling there is no
concern with regard to the precedence and the
order of execution. The main objective in test
scheduling is to minimise the number of test
sessions and hence test application time by
increasing the testoncurrency based on the
conflict information derived from the resource
allocation graph (Figurg(a)).

It is desirable to allocate test hardwates(
synthesis such that both test application time
and BIST area overhead areduced. For each
testable data path there are one or more test
schedules according to the resource allocation
and test incompatibility graphgegt scheduling
Test synthesis and test scheduling are strictly
interrelated since each test resource allooati
determines the number of conflicts between

2514

t; andt; at different test thes. This leads to an
increase in test application time. However, if
both registerd; andR, are modified td_F SR
andLF SR then no test resource conflict occurs
andt; andt, may be scheduled at the same time.
The use of two test registers leads to lower test
application time at the expense of higher BIST
area overhead.
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Figure 9: Interrelation between test synthesis and test scheduling

The set of feasible test resource allocations and Registers  Modules
test schedu'les _deflngestable desigspace For | conl. [ 7 —
complex circuits, with a large number of Function] S120AIS a
registers and modules, the size of testable Cotroter | s | [ ---
design space is huge due to the high number of " signals |

test resource allocations and test schedules. DATAPATH

Exploring different alternatives in the design
space in order to minimise one or more test

(a) Functional data

parameters, such as test application time or BIST path
area overhead, is referred to tastable design
space exploration To achieve high quality Test Registers  Modules
solutions with both low test application time and [ —
low BIST area overheagfficient testable design Fumctional | S#3L
space exploratin is required. Further, efficient ol stams S--- BN
testable design space exploration is also s
important from the computational time BIST | DATAPATH
standpoint, since for complex circuits the size of
the testable design space is huge. 6) Testable data path

After test resources are allocatedest Figure 10: Functional and testable
synthesisand the test schedule is generattb data paths.

scheduling the final step is to synthesise a BIST
controller that controls the execution of test
sessions and shifts in the seeds for TPGs and
shifts out the signatures stored in SAs. In order
to achieve minimum areaverhead, the BIST
controller is merged with the functional
controller into a single control unit for the data
path. Figure 10 shows the extension of a
functional data path (Figurd0(a) to a seH
testable data path (FigurEO(b) with merged
functional and BIST controllers. A particular
advantage of specifying a circuit at RTL is that
control and status signals during the functional
specification are merged angtonised with the
test signals that operate the data path during
testing.
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In addition to test application time, BIST area overhead, and performance degradation, other BIST
parameters includeolume of test datandfault-escape probabilityVolume of test data affects storage
requirements and shifting time required to shift in the seeds for the TPGs and to shift out the signatures
stored in SAs. Hence, volume of test data has an influence on test application time which is the sum of the
shifting time and the time required to complete the test sessions. High aliasing probability in signature
analysisregisters lead® data paths with high fauéiscape probability which lowers fault coverage and
hence decreases test efficiency. Finally, dwtl be noted that the six main test parameters which assess
the quality of BIST embedding methodology are: test application time, BIST area overhead, performance
degradationand volumeof test data, faulescape probability, and efficiency oftable dsign space
exploration

Power Dissipation During Test the logic state of circuit lines leading to incorrect
Application operation of circuit gates causing some good dies

to fail the test. Therefore, addressing the
The ever increasing demand for portable oplems associated with testing low power

computingdevices and wireless commurtica VLSI circuits has become an important issue.

systems requires low power VLSI circuits.

Minimising power dissipation durinthe VLSI

Most of the solutions reported for power

design flow increases lifetime and reliability of . inimisation during normal operation reduce

the circuit [L4. Numerous techniques for low g rioys transitions during functiohaperation

power VLSI circuit design were reported for

(glitches) which do not carry any useful
CMOS technology where the dominant factor of  nctional information and cause useless power
be

minimised during test application by eliminating

power dissipation is dynamic power dissipation

dissipation. Consequently, power can

caused by swthing activity. While these

technigues have successfully reduced the circuit spurious transitions during tesapplication

power dissipation during functional operation, \vhich do not carry anyseful test operation

testing ofsuch low power circuits has aently Spurious transitions during teapplication will

become an area of concern mainly because of the pe gefined later at different levels of abstraction

following two reasons. Firstly, ivas reported in
that there

and their minimisation is the aim of this
is significantly higher switching  jyestigation. Since dynamic power dissipation

activity during testing than during functional  .;sed by switching activity is the doraitt

operation and hence higher power dissipation.
This can decrease the reliability of the circuit
under test due to excessive temperature and
current ansity which cannot be tolerated by
circuits designed using power minigaition
techniques. Secondly, high switching activity
during test application leads to ma#acturing
yield loss which can be explained as follows.
High switching activity during test gfication
causes a high rate of current flowing in power
and ground lines leading to excessive power and

ground noise. This noise can erroneously change
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factor of power dissipation in CMOS VLSI
18],

explicitly specified, the termslynamic power

circuits from now onwards, unless
dissipation and power dissipation are used

interchangeably throughout this dissertation.
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w— 107 BIST data paths. The BIST data paths were

e ot - 1 specified in VHDL, and test application time (in

2200 - oy
- terms of clock cycles) and BIST area overhead

1800 -

(in terms of square mils) were olbstad using the
1600

experimental validation flow detailed in

1400

appendix A. BIST area overhead in terms of
1200 -

square mils reflects not only the additional test

1000 -

800

L hardware required by test registers, but also the
0 80 90 100 110 120 130 140 10 160 1/0 180

BT cvethend rgmd) additional gates required to egrate the
functional and test controller as outlined in

Figure 11: Test application time. BIST Figure 10 and Figure1l shows that as test

area overhead applicationtime decreases there is an increase in

BIST area overhead.
Three Dimensional Testable Design Space 2600

2400 -

The testable design space exploration, as .yl
described, involves a traddf between test 2000 |

application time and BIST area overhead, as |
shown in Figurell for 32 point discrete cosine “
1400

transform data path with 60 registers, 9

1200 +

multipliers, 12 adders, and an execution time !l

constraint of 30 control steps. The results were &0 ——t—— 0 —— 0 —
Power dissipation (m¥Y)

obtained by synthesising and technology _ o )
Figure 12: Test application times. power

mapping] into 0.35 micron AMS technology dissipation

35,000 BIF data paths which is a large

statistical sample of the entire design space of
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However, there are many test resource allocations
leading to identical values in test application time
with significantly different values irBIST area
overhead. For exampley ithe case of the lowest
test aplication time equal to 1064 clock cycles,
BIST area overhead varies from approximately
130 square mils to 180 square mils. This justifies
the need for efficient BIST hardware synthesis
algorithms which minimise both test application
time and BIST area overhead. This problem is
addressed.

The main disadvantage of trading afhly test
application time and BIST area oveead is that
testable data paths are selected without providing
the flexibility of exploring alternative solutions in
terms of power dissipation. Indeed, a large number
of optimum or neaoptimum solutions in terms of
test application time and BIST area overhead may
be found, but withdifferent power dissipation.
Thus, power dissipation is a new parameter which
should be considered during testable design space
exploration. Figurd 2 shows the tradeff between
test application time and power dissipation for the
32 point discrete
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Figure 13: Three dimensional testable design space
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cosine transform data path. In the case of the
lowesttest application time equal to 1064 clock

cycles, power dissipation varies from
approximately 40mw to 130mW. The diffent
values in power dissipation during test

application are not caused only by different
values in BIST area overhead (FigurB. Since
power dissipation is dependent on switching
activity of the active elements during each test
session, the variation in power dissipation is also
due touseless power dissipatiatefined.

Finally, Figure13 shows the three dimensional
testable design space for the 32 point discrete
cosine transform data path. Unlike the case of
exploring only test application time and BIST
area overhead (Figufel) or only test application
time and power dissipation (Figuré?2), the
exploration of the three dimensional design
space accounts fall the three parameters: test
application time, BIST area overhead and power
dissipation (Figurg&3d). Theaim of the techniques
proposed irthis research papes to efficiently
explore the three dimensional design space and
eliminate useless power dissipation without any
effect on test application time or BIST area
overhead.
Dissertation and
Contributions

Organisation

This dissertation presents new techniques in
terms of algorithms and methodologies for
testing low power VLSI circuits at the logic and
registertransfer levels of abstraction of the VLSI
design flow. The rest of the dissertation is
organisd as follows. Motivation for low power
testing and a comprehensive review of
previously reported approaches for minimising
power dissipation during test applicatiorhis
research papeintroduces a new technique for
power minimisation during test applicati in
scan sequential circuits with no penalty in area
overhead, test application time, test efficiency,
performance, or volume of test data when
compared to standard scan method. The
technique is test set dependent and it is
applicable to small to mediunsized scan
sequential circuits at the logic level of
abstraction.

A new test set independent technique applicable
to large scan sequential circuits and shows how
with low overhead in test area and volume of test
data, and with no penalty in tegbplication time,
test efficiency, or performance, considerable
savings in power dissipation during test
application in large scan sequential circuits is
achieved with low computational time.

Prior to investigating power minimisation

techniquedor testirg low power VLSI cicuits at
RTL, Chapter5 addresses testability of RTL data
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paths using BIST. A new BIST methodology
based on test compatibility classes achieves an
improvement in terms of test application time,
BIST area overheh performance degradation,
volume of test data, and fardscape probability
over the traditional BIST embedding
methodology.

It shows how power dissipation during test
application is minimised at the registeansfer
level of abstraction of the VLSledign flow The
three dimesional testable design space
described in Figurd3 is explored using novel
power conscious test synthesis and test
scheduling algorithms at the expense of low
overhead in computational time.Finally,
condusions and directions for future research.
The previously outlined contributionand
summarised in the final have resulted in original
work published or submitted for publication

Motivation and Previous Work

Personal mobile communications and portable
computing systems are the fastest growing
sectors of the consumer electronics market. The
electronic devices at the heart of such products
need to dissipate low power, in order to conserve
battery life and meet packaging reliability
constraints. Low powerdesign in terms of
algorithms, architectures, and circuits has
received significant attention and research input
over the last decade. Although low power design
methodologies will solve the problem of
designing complex, low power digital veryrdg
scale ntegrated (VLSI) cituits, such circuits
will still be subject to manufacturindefects. It
was implicitly asumed that traditional design for
testability (DFT) methodologies are suitable for
digital circuits designed using low power
methods. However, rege research has shown
that this assumption is not valid and leads to
lower circuit reliabilty and  reduced
manufacturing vyield. For example, it was
reported in that a VLSthip can disgate up to
three times higher power during testing when
compared to ormal (functional) operation.
While some overstressing of devices dgria
burrrin phase may be deable, increasing the
power dissipation by several times can be
destructive. The additional power dissipation is

caused by significantly higher switchiagtivity
during testing than in functional operation. This
is due to the fact that there is a fundamental
conflict between the very aims of low power
design where the correlation between input
patterns is increased and traditional DFT
methodologies whereng correlation between
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test vectors is destroyed in order to reduce test circuit yield and reliability and to provide an

application time. overview of the solubns recently proposed to
reduce power dissipation during test application.

The aim of this chapter is to justify the need for

low power testing in order to preserve high

Moativation for Low Power Testing

Considerable research on low power design and
testability of VLSI circuits was done over the
last decade. With the advent of deep-mibron
technology and tight yield and reliability
constraints, in order to perform a ndastructive
test for high performance VLSI circuits power
dissipation during test application needs not to
exceed the power netraint set by the power
dissipated during functional operation of the
circuit. This is because excessive power
dissipation during test applicati@aused by high
switching activity may lead to the following two
problems:

Reliability decreaseaused byhe following two
reasons: heat dissipation and eleatnigration.
The use of special cooling equipmédo remove
excessive heat dipation during test application
caused by higher switching activity, is difficult
and costly as tests are applied at higbeels of
circuit integration such as BISTTherefore,
excessive heat dissipation may lead to permanent
damage of the circuit under test or affect the
reliability by accelerating corrosion mechanisms.
Also electro migration rate increases with
temperature and current density that is
underestimated by state of the art approaches
which assume signal correlations that are
eliminated when DFT methodologies such as
scan or scan BlSTare employed.

Manufacturing yield loss caused by high
power/ground noise cdomed with large
resistive voltage drop. On one hand, to test a bare
dice during manufacturing test using automatic
test equipment power must be supplied through
probes which have higher inductance than the
power and ground pins of the circuit peatye
leading to significantly higher power/ground
noise. On the other hand, resistive voltage drop
caused by large maximum instantaneous current
flowing in the power lines is underestimated by
state of the art approachegce they assume
signal correlations thaare destroyed when
employing scan based DFT methodologies.
Therefore, high power/ground noise combined
with large resistive voltage drop can erroneously
change the logic state of diit lines causing
some good couits to fail the test, leading to
unneessaryloss of manufacturing yield.
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Previous Work

The previous section has motivated the need to
minimise  power dissipation during test
application in order to increase circuit yield and
reliability. A review of the sources dfiigher
power dissipation during test application and
recently proposed low power testing techniques is
given respectively.
Sources of Higher Power
During Test Application

Dissipation

This section reviewkw power desigechniques
and methodologies witiclead to the conflict
between low power dissipation during functional
operation and achieving high testability of the
circuit under test. Dynamic pew dissipation in
CMOS VLSI circuits depends on three
parameters: supply voltagepock frequency, and
switching adivity. While the first two parameters
reduce power dissipation at the expense of circuit
performance, power reduction by minimising
switching activity and hence switched
capacitance does not introduce performance
degradation and it is the main chmique
researched over the last decad#].[ Depending

on the level of abstraction, sources of high power
dissipation during test application uel to
increased switching acity can broadly be
classified intologic level sources ad register
transfer levekources:

Sources of high power dissipation during test
aplication caused by design tedhues at the
logic level of abstraction can further be classified:

Low power combinational circuits are synthesised
by algorithms whichseek to optimis the signal
or transition prohbilities of circuit nodes using
the spatial depeafencies inside the circuit (e
correlation), and assuming the transition

Probabilities of primary inputs to be given
(temporal correlation) . The exjitation of spatial

and temporal correlations during functional
operation fo low power synthesis of
combindional circuits leads to high switching
activity during test application since aalation
between consecutive test patterns generated by
automatic test pattern generation (ATPG)
algorithms is very low. This is because a test
pattern is generated for a given target fault
without any consideration of the previous test
pattern in the test sequence. Therefomyer
correlation between consdose test patterns
during test application may lead to higher
switching activity and hence power dissipation
when compared to functional operation.
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Low power sequential circuits are synthesised by
state assignment algorithms which use state
transition probabilities The state transition
probabilities are computed assing the input
probability digribution and the state transition
graph which e wvalid during functional
opeition. These two assumptions are not valid
during the test mode of operation when scan DFT
technique is employed. While shifting out test

responses, the scan cells are assigned
uncorrelated values that destroy the correlation
between successive functional states.

Furthermore, in the case of data path circuits with
large number of states that ayathesised for low
power using the correlations between data
transfers, in the test mode scan registers are
assigned uncorrelated values that are never
reached during functional operation, whictayn
lead to higher power dissifian than during the
functional operation.

High power dissipation during test application
caused by design techniques at the register
transfer level of abstraction is due to the
following. Systems which comrise a high
number of memory elements and tifuhctional
execution units enploy power conscious
architectural  decisions such as  power
management where blocks are not simultaneously
activated during functional operation. Hence,
inactive blocks do not contribute to dissipation
during the functional operation. The fundaménta
premise for power management is that systems
and their components experience +umrform
workload during the functional operatior2?].
However, such an assumption is not valid during
test application. In order to minimise test
application time when the system is in the test
mode, concurrent execution of tests is required.
Therefore, by concurrently executing tests many
blocks will be active at the same time leading to a
conflict with the power management policy. This
will result in higher power dissipation during test
application when compared to functional
operation.

The following two examples illustrate the sources
of higher switching activity during test
application than during normal operation at two
different levels of abs#iction of the VLSI design
flow: logic level (Example 1) and register
transfer leve(Example2).
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Figure 14 : Sources of higher power dissipation during test application than during

normal operation at logic level of abstraction when scan DFT is employed.

Example 1 Consider thestate transition graph
and its circuit implementation shown Figure

14. The functional description of the state
transition graph comprises five states
S9,%S;S, and  circuit  implementation
consists of the combinational pa@ and the
sequential parS. In order to achieve high test
efficiency scan based DFT is employed and
sequential elements are transformed into scan
cells with serial input, Scan In, and serial output,
Scan Out. To reduce power dissipation during
functional geration, state assignment algorithms
for low power, outlined in problenik), allocate

a code to each state such that the number of
transitions ft) is minimised. However, when
scan based DFT is employed, state transition
correlatbns that exist during functional operation
are destroyed. This leads to greater number of
transitions during testing, andhence higher
power dissipationas in the case when shifting
out the test response with sequential @arand
shifting in the next t& pattern with sequential
part S, For example, during testingthe
following state transitions 01001 and 10010
lead tont=3 which is higher than any number of
transitions during functional operation.
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Figure 15 Data flow graph to illustrate the implementation of low power RTL data path.

Example 2 In order to show that the high test concurrency requirelbfotest application time aimed for by the
BIST embedding methodologleads to higher powatissipation during test application, corsidhe data flow
graph from Figre 15 and its low power implementation shown in Figave The 13 variables in the data flow
graphfvy; : :\/(13g are mapped to 8)( registdi?y: : :Rsg, and the 6 operations

OO+ )(+) )g are mapped to 3 functional units (moduls)+)( )g

1 2 1 2 1 2

(Figures2 and3). According to the variable assignment shown in Figuethe multiplier( ) is active only in

clock cycles 1 and 4, and the ad¢tey and thesubs tracto( ) are active onlyn clock cycles 2 and 3. Similarly
registersfR;,R,g are active only in clock cycles 1 andf&;,Rsg only in clock cycle 2fRs;,R;g only in clock

cycle 3,Rs only in clock cycles 2 and 3, ai§ only in dock cycles 2,3, and 5. This phies thatnot all the data

path elements are active at the same time which leads to low power dissipation during functional operation as
shown in Figure2.3. However, if tests fof( )(+)g are executed at the same time during test application by
emgoying BIST embedding methodology, and modifying regist®sR;;Rs;Rsg to LFSRs, and registers
fR7;Reg to MISRs, then module )(+)g and registersRy;Ry;Rs;Rs;R7;Reg are active at the same time. Higher
switching activity caused by high test concurrency leads to higher power dissipation during test application than
during the functional operation.
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Figure 16 Low power RTL data path implementing data flow graph shown

Other Work on Low Power Testing

This section gives a review of recently proposed
solutions for reducing switching activity and
hence power dissipation during test application
which leads to solvingroblems ()-(ii) outlined.

Problem (ia): A new ATPG tool was proposed
to overcome the low correlationbetween
consecutive test vectors during test application in
combinational circuits. Despit@achieving the
objectives of safe and inexpensive testing of low
power circuits the approach in increased the test
application time. A different approach for
minimising power dissipation during test
application in combinational circuits is based on
test \ector adeiing. The basic idea beyond test
vector ordering is to find a new order of the set
such that correlation between consecutive test
patterns is increased as shown in Figl@d-or
example by considering @input combinatioal
circuit with a test set of test vectors (Figure

16(a)), by swapping the position of test vectors
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V; andV; will lead to a lower power dissipation
(Figure 16(b)). Test vector ordering is done in a
postATPG phase with no overhead in test
application time since test vectors are reordered
such that correlation between consecutive test
the

probabilities of primary

vectors matches assumed transition

inputs used for
switching activity computation during lopower

logic synthesis.
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Figure 17: Reducing power dissipation during test application in combinational circuit by

reordering test vectors
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Figure 18 Dual speed LFSR for power minimisation during test application

However the computational time in is very high
due to the complexity of the test vector ordering
problem which is reduced fnding a minimum
cost hamiltonian path in a complete, undirected,
and weighted graph. The high computational
time is overcome by the techniques proposed in
where test vector ordering assumes a high
correlation between switching activity in the
circuit uncer test and the hamming distance or
transition densityZ3] at circuit primary inputs.
For combinational circuits employing BIST
several techniques for minimising pew
dissipation were proposedcantly. In the use of
dual speed linear feedback shift tgr (DS
LFSR) lowers the transition density at the circuit
inputs leading to minimised power dissipation.
The DSLFSR operates with a slow and a hormal
speed LFSR, as shown in Figuk8 in order to
increase the correlation betweerconseative
patterns. It should be noted that the slow LFSR
has both a slow clock and a normal clock as
inputs, as well as a control signal which selects
the appropriate clock depending on the
operation. It was shown ithat test efficiency of
the DSLFSR is higher than in the case of the
LFSR based on a primitive polynomial with a
reduction in power dissipation at the expense of
more complex control and clockin@ptimum
weight sets for input signal distribution are
detemined in order to minimise average power,
while the peak power is reduced by finding the
best initial conditions in the cellular automata
(CA) cells used for pattern generation. It was
proven in that all the primitive polynomial
LFSR of the same size,qauce the same power
dissipation in the circuit under test, thus advising
the use of the LFSR with the smallest number of
XOR gates since it yields the lowest power
dissipation by itself. A mixed solution based on
reseeding LFSRs and test vector inhibititey
filter a few nondetecting susequences of a
pseudorandontest sequence was proposed in
this research paper.
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Figure 19: Vector filtering and test pattern generator reseeding for power minimisation during

test application.

A subsequence is nedetecting if all the faults of the first vetor of a nondetecting sequence,
found by it are also observed by other detecting the inhibiting structure using a transmission
subsequences from the seudorandom test gates network enabling signal propagation,
sequence. An enhancement of the test vector prevents the application of test vectors to the
inhibiting technique was presented in where all CUT.

the nondetecting susequences are filtered. The

basic principle of filtering nowletecting

sequences is to use decoding logic to detect the

first and the last vectors of each ndetecting

sequence as shown in Fig@rAfter thedetection
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Figure 20 Pre-computation-based architecture for power minimisation during test

application

Hybrid Cellular Automata
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Figure 21: Hybrid cellular automata for power minimisation during test application

To increase the test efficiency bgetecting
random pattern regent faults with a small test

The MASK block shown in Figur2lis a circuit
with a latchbased architecture or ANDased

sequence, an enhanced BIST structure based on architecture which either eliminates or keeps

reseeding the LFSR is shown in Figiz&(b).

The particular feature of the proposed BIST
structure is that the seed memory is composed of
two parts: the fist part contains seeds for
random pattern resistant faults and the second
part contains seeds to inhibit the mdetecting
sequences. The seed memory combined with the
decoding logic (Figur@1(b)) is better than only
decoding logic(Figure 6(a) in terms of low
power dissipation and high fault coverage, at the
expense of higher BIST area overhead.

A different approach for filtering nedetecting

vedors inspired by the preomputdion
architecture is presesd inthis research paper.
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unaltered the vectors produced by the LFSR. The
enable logic implments an ircompletely
specified Boolean function whose orset is the
set of the unaltered vectors and whoseseffis

the set of the eliminated (nafetecting) vectors.
An improvement in area overhead associated
with filtering nondetecting vectors withd
penalty in fault coverage or test application time
was achieved using a ndinear hybrid cellular
automata. The hybrid cellular automata shown in
Figure 8 generates test patterns for the CUT
using cell configurations optimisedorf low
power dissipation under given fault coverage and
test application time constraints. The regularity
of multiplier modules and linear sized test set
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required to achieve high fault coverage lead to
efficient low power BIST implementations for
data path.

Regardless of the implementation type of the test
pattern generator, BIST architectures
significantly differ one from another in terms of
power dissipation The three dferent
architectures shown in Figugd were evaluated
for power dissipation, BIST area overhead and
test application time. It was found in that the
architecture consisting of an LFSR and a shift
register SR (Figur@1(c)) produces lower power
dissipation, BIST area ovhead and test
application time when compared to a single
LFSR (Figure 21(a)) and two LFSRs with
reciprocal characteristic polynomials (Figure
21(b)). However, this is achieved at the expense
of lower fault cwerage and hence reduced test
efficiency due to the modified sequence of
patterns applied to the CUT which does not
detect all the random pattern resistant faults.

Circuit partitioning into sufeircuits and
conscious sufgircuit test planning have an
important influence on power dissipation as
described inthis research paperThe main
justification for circuit partitioning is to obtain
two different structural circuits of approximately

the same size, so that each circuit can be
successively tested in owdifferent sessions as
shown in Figures22(a)22(d). In order to
minimise the BST area overhead of the regudf
BIST scheme (Figure®2(c)-22(d)), the number

of connections between the twab-circuits has

to be minimum.
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Figure 22 Evaluating different BIST architectures for power minimisation during test

application
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Figure 23 Circuit partitioning for power minimisation during test application

It was shown in tat by partitioning a single can further be combined with the techniques
circuit entity into twosub-circuits and executing proposed at registéranser level.

two successive tests as shown in Figl2gg)-

23(d), savings in power dissipation can be

achieved with roughly the same test application

time as in the case of a single circeittity.

Although the techniques proposed for

minimising power dissipation during test

application in combinational circuits at the logic

level of abstraction achieve good results, they
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Figure 24: Pre-computation architecture for power minimisation during test application in scan
BIST methodology

Problem (ib): To minimise power dissipation in
nonscan sequential circuits duringtest
application a tegpattern generation methodology
for low power dissipation was pqmose&l. The
methodology is based on three independent steps
comprising redundant test pattern generation,
power dissipation measurement and optimum
test sequence selection. The solution predos
in, which is based on genetic algorithms,
achieves considerable savings in power
dissipation, howeverannot be applied to scan
sequetial circuits where shifting power
dissipation is the major contributor to the total
power dissipation.

To minimise skting power dissipation in scan
sequential circuits, test vector inhibiting
techniques proposed for combinational circuits
are extended to scan sequential circuits. The scan
BIST methodology presented in FigQdke
requires to be extended with decodiogic and

an AND gate to enable pattern shifting as shown
in Figure24 Based on the content of the LFSR
the decoding logic detects whether the test
pattern to be shifted belongs to the subset of
detecting sequences. If the {atn is non
detecting the pramation through the SRnd
scan chain is stopped. tine test vector inhibiting
technique is extended where the modules and
modes with the highest power dissipation are
identified, and gating logic is introduced in order
to reducepower dissipation.
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Figure 25 Test vector and scan cell reordering for power minimisation in full scan sequential

circuits

Despite substantial savings in power dissipation
vector detection and gating logic introduce not
only significant area oveead but also
considerable perfanance degradation for
modified scan cell design. In a new scan BIST
structure was proposed based on the
experimental observation that a very high fault
coverage can be obtained by a small number of
clusters of test vectarsAlthough not targeted
specifically for low power dissipation during test
application the approach in, yields high fault
coverage with correlated scan patterns which can
also lead to lower power dissifgan. A similar
approach is employed in the low traitsi
random test pattern generator (RITPG)
proposed in, where neighbouring bits of the test
vectors are assigned identical values in most test
vectors. A simple and fast procedure to compact
scan vectors as much as possible without
exceeding power dissiion was proposed in.
All the previous scaitbased BIST methods
introduce test area overhead and/or further
performance degradation when compared to scan
DFT methodology.

A different technique based on test vector and
scan cell ordering minimises poweissipation

in full scan sequential circuits without any
overhead in test area or performance degradation
as shown in Figur@5. The input sequence at the
primary and pseudo inputs of the CUT while
shifting out test response in thase of standard
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Figure 26. Power minimisation in scan sequential circuits using extra primary input

vectors for each clock cycle of the scan cycle of every test pattern presented

scan design (Figur@) is significantly modified when reordering scan

cellsS andS and test vectory =pi+ lpi+ 1. pit1ld+1 g+1 .. d+1 andv=
1+
m1l m2 _ 1 plp2 Omlm2 0 [
ol ol D' d d 1S . The new sequence obtained after reordering will le

plp2 0 mlm2 0
lower switching activity and hence lower power dissipatilue to higher correlation theeen consecutive

patterns at the primary and pseudputs of the CUT. Further benefit of the p@stPG technique
proposed in that minimisation of power dissipation during test application is achieved without any
decrease in fault coverage and/or increase in test application time. The technique isdiEstrsaent

which means that power minimisation depends on the size and the value of the test vectors in the test set.
Due to its test set depesnite, the technique proposedisncomputationally infeasible due to large

computational time required to expldhe large design space.

A different approach to achieve power savings isube of extra primary input vexrs, which leads to

supplementary volume of test data. The techniqueppsed in exploits the redundant information that

ocaurs during scan shiftg to minmise switching activity in the CUT as shown in FigR6 While

shifting out the

pseudo output part of the test respovise Y' :::Y' during the clock cycles : :t
mlm?2 0

the value of the primary inputs is redundant. Therdfuseredundant information can

ml
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Figure 26. Power minimisation in scan sequential circuits using only a single extra

primary input vector for all the clock cycles of the scan cycle of every test pattern

be exploited by computing an extra primary input vextbr X ¥ ::X*for eachclock
plp2 0

cyclet + k, withk=0:::m 1, of the scan cycle : :t,;0f every test patterk, =

DD D :::D'S S :::S.However, despite achieving considerabever savings

pl p2 0Omlim2 0

Thetechnique requires large test application time which is related to a long computational time, and a
large volume of test data. The volume of test data is reduc&@]iwifiere a Dalgorithm Ike ATPG ]

is developed to generate a single control vector to mask the circuit activity while shifting out the test
responses. Unlike the technique proposed &¥[based on a large number of expramary input vectors,

the solution presented in

employs asingleextra primary input vectdg E :::E for all the clock cycles
plp2 0
of the scan cycle of every test patt&tr D' D' :::D''S S :::S (Figureld).

plp2 0 mim2 O
The input control technique proposed in can further be combined with previously proposed scan cell and
test vector ordering to achieve, however, modest savings in power dissipation despite a substantial
reduction in volume of test data when compared. él@w, both approaches based on extra primary input
vectors requirénigh computational time and hence are infeasible for large sequential cifesgite
their efficiency for minimising power dissipation in scan sequential circuits, the previous apgroadee

off one test parameter at the benefit of another test pteanfehe scan based DFT method described
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Figure 27: Power profile and power annotated test compatibility graph for power corstrained

test scheduling

Therefore new techniques are required for small
to medium sized and large scan sequential
circuits. These problems araddressed and
solved using the new techniques proposed.

Problem (ii): The motivation for considering
testability at the registaransfer leveland the
representative previous work is presentédis
paragraph overviews only the relevant previous
approaches for minimising power dissipation
during test application in RTL data paths.
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To overcome the problem of high power
dissipation during test appliton at RTL
motivated by Example2, numerous power
constrained test scheduling algorithms were
proposed under a BIST environmef25] The
approach in schedules the tests under power
constraints by grouping and ordering based on
floor plan information. A further exploration in
the solution space of the scheduling problem is
provided in where a resource allocation graph
formulation (Figure27(a) from Sect) for the test
scheduling problem is given and tests are
scheduled concurrently without exceeding their
power constraint during test application. To
simplify the scheduling problem the worst case
powa dissipation (maximum instamtaous
power dissipation) is used to characterise the
power constraint of each tegs shown in Figure
27(a). The test compatibility graph introduced in
Figure 1.8(b) is annotated with power and test
application time information as shown in Figure
27(b). The power ating P(t) characterised by
maximum power dissipation (Figu7(a)) and
test appltation timel(t) are used for scheduling
unequal length tests under a power constraint. To
overcome the identification of all the cliques in a
graph and the covering table minigation
problem applied in, which are well known NP
hard problems, the solutions proposed in use list
scheduling, left edge algorithm and a tree
growing technique as an heuristic for the block
test scheduling problem. Powernstrained test
scheduling is extended to system on a chip. A
test infrastructure and power constrained test
scheduling algorithms for a scéased
architecture are presented.

All the previous approaches for power
constrained test scheduling have assunmeced
amount of power dissipation associated with
eachtest. This is an optimistic asmption which

is not valid when employing BIST for RTL data
paths designed for low power due to useless
power dissipation introduced. This problem is
ad-dressed and sabd using the new techniques
proposed.

Summary: This chapter motivated the need for
low power testing in order to mdain high
circuit yield and reliability. A review of the
sources of higher power dissipation during test
application when compared to thenctional
operation was presented. deatly proposed low
power testing techniques at logic level and
registertransfer level of abstraction were
overviewed.
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