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Abstract: Testing low power very large scale integrated (VLSI) circuits in the recent times has become a critical 
problem area due to yield and reliability problems. This research work lays emphasis on reducing power 

dissipation during test application at logic level and register-transfer level (RTL) of abstraction of the VLSI 

design flow. In the initial stage, this research work addresses power reduction techniques in scan sequential 

circuits at the logic level of abstraction. 

 

Implementation of a new best primary input change (BPIC) technique based on a novel test application strategy 

has been proposed. The technique increases the correlation between successive states during shifting in test 

vectors and shifting out test responses by changing the primary inputs such that the smallest number of 
transitions is achieved. The new technique is test set dependent and it is applicable to small to medium sized full 

and partial scan sequential circuits. Since the proposed test application strategy depends only on controlling 

primary input change time, power is reduced with no penalty in test area, performance, test efficiency, test 

application time or volume of test data. Furthermore, it is indicated that partial scan does not provide only the 

commonly known benefits such as less test area overhead and test application time, but also less power 

dissipation during test application when compared to full scan. With a view to promote for power savings in 

large scan sequential circuits, a new test set independent multiple scan chain-based technique which employs a 

new design for test (DFT) architecture and a novel test application strategy has been indicated in this research 

work. The technique has been validated using benchmark examples and it has been shown that power is reduced 

with low computational time, low overhead in test area and volume of test data and with no penalty in test 

application time, test efficiency, or performance. The second part of this dissertation addresses power reduction 

techniques for testing low power VLSI circuits using built-in self-test (BIST) at RTL. First, it is important to 
overcome the shortcomings associated with traditional BIST methodologies. It is shown how a new BIST 

methodology for RTL data paths using a novel concept called test compatibility classes (TCC) overcomes high 

test application time, BIST area overhead, performance degradation, volume of test data, fault-escape 

probability, and complexity of the testable design space exploration. Secondly, power reduction in BIST RTL 

data paths is achieved by analyzing the effect of test synthesis and test scheduling on power dissipation during 

test application and by employing new power conscious test synthesis and test scheduling algorithms. Thirdly, 

the innovative BIST methodology has been validated using benchmark examples. Also, the research work states 

that when the power conscious test synthesis along with the test scheduling is combined with novel test 

compatibility classes and in this proposed research work, simultaneous reduction in test application time and 

power dissipation is achieved with low overhead in computational time. 

 
Keywords: Testing low power very large scale integrated (VLSI), Register-transfer level (RTL), Test 

compatibility classes (TCC), Built-in self-test (BIST), Best primary input change (BPIC) Linear feedback shift 

register (LFSR) 

 

Introduction  

The topic of this investigation is power 

minimisation during test application in low 

power digital very large scale integrated (VLSI) 

circuits. This is a sub-problem of the general 

goal of testing VLSI circuits. Testing VLSI 

circuits bridges the gap between the imperfection 

of integrated circuit (IC) manufacturing and 

consumer expectations of flawless products. 

Manufacturers test their products and discard the 

defective components to ensure that only defect 

free chips make their way to the consumer. With 

the advent of deep sub-micron technology, the 

tight constraints on power dissipation of VLSI 
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circuits have created new challenges for testing 

low power VLSI circuits which need to 

overcome the traditional test techniques that do 

not account for power dissipation during test 

application. 

 

The aim of this chapter is to place the problem of 

testing low power VLSI circuits within the 
general context of the VLSI design flow. The 

rest of the chapter is organised as follows. 

Overviews the VLSI design flow and outline the 

importance of testing integrated circuits. 

External testing using automatic test equipment 

and the need for design for test (DFT) methods 

are described in this research paper introduces 

built-in self-test (BIST) and provides the 

terminology used throughout the dissertation 

with the help of detailed examples. It describes 

the importance of power minimisation during 

test application for low power VLSI circuits 
which will lead to an improvement in both test 

efficiency and circuit yield and reliability. 

Finally it provides an overview of the 

dissertation and outlines the main contributions 

of the research programme. 

 

VLSI Design Flow 

 

In the complementary metal-oxide 

semiconductor (CMOS) technology, process 

technologies race to keep pace with Mooreôs law 
which observes that chip processing power 

doubles every 18 months [1]. While the increase 

in integration comes with numerous beneficial 

effects, the perception of the faulty behaviour is 

changing. This section introduces the design and 

test flow of CMOS integrated circuits, which is 

the dominant fabrication technology for 

implementation of VLSI circuits that contain 

more than 105 transistors. 

 

As shown in Figure 1 the design flow of VLSI 
circuits is divided into three main steps: 

specification, implementation and manufacturing 

[2]. Specification is the step of describing the 

functionality of the VLSI circuit. The 

specification is done in hardware description 

languages (HDLs), such as VHDL [3] or Verilog 

in two different design domains, the behavioural 

domain or the structural domain [4], at various 

levels of abstraction. For example the logic level 

of abstraction is represented by means of 

expressions in Boolean algebra in the 

behavioural domain, or interconnection of logic 
gates in the structural domain. Going up in 

abstraction level, one reaches the register-

transfer level. Register-transfer level (RTL) is 

the abstraction level of the VLSI design flow 

where an integrated circuit is seen as sequential 

logic consisting of registers and functional units 

that compute the next state given the current 

memory state. The highest level for system 

specification is the algorithmic level where the 

specification consists of tasks that describe the 

abstract functionality of the system. 

 

Implementation is the step of generating a 

structural net list of components that per-form 

the functions required by the specification. 

According to the design methodology, the 

implementation can be either full custom or 
Semi-custom. In the full custom de-sign 

methodology the design is handcrafted requiring 

an extensive effort of a design team to optimise 

each detailed feature of the circuit. In 

semicustom design methodology, which can be 

either library cell-based or gate array-based, a 

significant portion of the implementation is done 

automatically using computer-aided design 

(CAD) tools. CAD tools are used to capture the 

initial specification in hardware description 

languages, to translate the initial specification 

into internal representation, to translate the 
behaviour into structural implementation, to 

optimise the resulted net list, to map the circuit 

into physical logic gates , and to route the 

connections between gates. 

 

Manufacturing is the final step of the VLSI 

design flow and it results in a physical circuit 

realised in a fabrication technology with 

transistors connected as specified by 

implementation. The term fabrication technology 

refers to the semiconductor process used to 
produce the circuit which can be characterised by 

the type of semiconductor (e.g. silicon), the type 

of transistors (e.g. CMOS), and the details of a 

certain transistor technology (e.g. 0.35 micron). 

CMOS technology is the dominant technology 

for manufacturing VLSI circuits and it is 

considered throughout this dissertation. From 

now onwards, unless explicitly specified, the 

term VLSI circuit refers to CMOS VLSI circuit. 

Due to significant improvement in the 

fabrication technology designers can place 
millions of transistors on a single piece of silicon 

that only accommodated thousands of transistors 

a few decades ago. However, complex designs 

are more failure-prone during the design flow. 

There-fore, to increase the reliability of the final 

manufactured product two more problems have 

to be addressed during the early stages of the 

VLSI design flow shown in Figure 1: verification 

and testing. Verification involves comparing the 

implementation to the initial specification. If 

there are mismatches during verification, then 

the implementation may need to be modified to 
more closely match the specification [5]. In 

traditional VLSI design flow the comparison 

between specification and implementation is 

accomplished through exhaustive simulation. 

Because exhaustive simulation for complex 

designs is practically infeasible, simulation 

provides at best only a probabilistic assurance. 

Formal verification, in contrast to simulation 

uses rigorous mathematical reasoning to prove 
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that an implementation meets all or parts of its 

specification. 

 

Testing assures that the function of each 

manufactured circuit corresponds to the function 

of the implementation [6]. Producing reliable 

VLSI circuits depends strongly on testing to 

eliminate various defects caused by the 
manufacturing process. Basic types of defects in 

VLSI circuits are the following: particles (small 

bits of material that bridge two lines), incorrect 

spacing, incorrect implant value, misalignment, 

holes (exposed area that is unexpectedly etched), 

weak oxides, and contamination. The defects 

lead to faulty behaviour of the circuit which can 

be determined either by parametrical testing or 

logic testing. Testing circuits parametrically 

includes measuring the current flowing through 

the power supply in the quiescent or static state. 

As CMOS technology scales down parametric 
testing is no longer practical due to an increase in 

sub-threshold leakage current. Logic testing 

involves modelling manufacturing defects at the 

logic level of abstraction of the VLSI design 

flow, where faulty behaviour is measured by the 

logic value of the primary outputs of the circuit. 

The basic fault models for logic testing are 

stuck-at fault model, bridging fault model, open 

fault model, and timing related fault models such 

as gate delay and path delay fault models. The 

earliest and most common fault model is the 
stuck-at fault model where single nodes in the 

structural net list of logic gates are assumed to 

have taken a fixed logic value (and thus is stuck-

at either 0 or 1). From now onwards throughout 

this dissertation, testing VLSI circuits refers to 

the most common and generally accepted logic 

testing for stuck-at fault model. 

 

Having described manufacturing defects and 

their fault models, the following two sections 

describe how test patterns are applied to the 
circuit under test to distinguish the fault free and 

faulty circuits. The application of test patterns to 

detect faulty circuits can be done either 

externally using automatic test equipment or 

internally using built-in self-test. 

 

Figure 1: VLSI design flow 
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Verification involves comparing the 
implementation to the initial specification. If 

there are mismatches during verification, then 

the implementation may need to be modified to 

more closely match the specification. In 

traditional VLSI design flow the comparison 

between specification and implementation is 

accomplished through exhaustive simulation. 

Because exhaustive simulation for complex 

designs is practically infeasible, simulation 

provides at best only a probabilistic assurance. 

Formal verification, in contrast to simulation 
uses rigorous mathematical reasoning to prove 

that an implementation meets all or parts of its 

specification [6]. 

 

Testing assures that the function of each 

manufactured circuit corresponds to the function 

of the implementation. Producing reliable VLSI 

circuits depends strongly on testing to eliminate 

various defects caused by the manufacturing 

process. Basic types of defects in VLSI circuits  

are the following: particles (small bits of material 
that bridge two lines), incorrect spacing, 

incorrect implant value, misalignment, holes (ex-

posed area that is unexpectedly etched), weak 

oxides, and contamination. The defects lead to 

faulty behaviour of the circuit which can be 

determined either by parametrical testing or logic 

testing. Testing circuits parametrically includes 

measuring the current flowing through the power 

supply in the quiescent or static state. As CMOS 

technology scales down parametric testing is no 

longer practical due to an increase in sub-

threshold leakage current. Logic testing involves 
modelling manufacturing defects at the logic 

level of abstraction of the VLSI design flow, 

where faulty behaviour is measured by the logic 

value of the primary outputs of the circuit. The 

basic fault models for logic testing are stuck-at 

fault model, bridging fault model, open fault 

model, and timing related fault models such as 

gate delay and path delay fault models. The 

earliest and most common fault model is the 

stuck-at fault model where single nodes in the 

structural net list of logic gates are assumed to 
have taken a fixed logic value (and thus is stuck-

at either 0 or 1). From now onwards throughout 

this dissertation, testing VLSI circuits refers to 

the most common and generally accepted logic 

testing for stuck-at fault model.[8] 

 

Having described manufacturing defects and 

their fault models, the following two sections 

describe how test patterns are applied to the 

circuit under test to distinguish the fault free and 

faulty circuits. The application of test patterns to 

detect faulty circuits can be done either 
externally using automatic test equipment  or 

internally using built-in self-test. 

 

 

 

Figure 2: Basic principle of external testing 

using ATE 
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External Testing Using Automatic Test 

Equipment 
 

Given the design complexity of state of the art 

VLSI circuits, the manufacturing test pro-cess 
relies heavily on automation. Figure 2 shows the 

basic principle of external testing using automatic 

test equipment with its three basic components: 

circuit under test is the integrated circuit part 

which is tested for manufacturing defects; 

automatic test equipment (ATE) including control 

processor, timing module, power module, and 

format module; ATE memory that supplies test 

patterns and measures test responses. In the 

following an overview [9] of each of the 

previously outlined components is presented.  

 
The circuit under test (CUT) is the part of silicon 

wafer or packaged device to which tests are 

applied to detect manufacturing defects. The 

connections of the CUT pins and bond pads to 

ATE must be robust and easily changed since 

testing will connect and disconnect millions of 

parts to the ATE to individually test each part. 

 

The ATE includes control processor, timing 

module, power module, and format module. 

Control processor is a host computer that controls 
the flow of the test process and communicates to 

the other ATE modules whether CUT is faulty or 

fault free. Timing module defines clock edges 

needed for each pin of the CUT. Format module 

extends test pattern information with timing and 

format information that specifies when the signal 

to a pin will go high or low, and power module 

provides power supply to CUT and is responsible 

for accurately measuring currents and voltages. 

 

The ATE memory contains test patterns supplied to 

the CUT and the expected fault free responses 
which are compared with the actual responses 

during testing. State of the art ATE measures 

voltage response with milli volt accuracy at a 

timing accuracy of hundreds of picoseconds. Test 

patterns or test vectors stored in ATE memory are 

obtained using automatic test pattern generation 

(ATPG) algorithms. From now on-wards 

throughout this dissertation, test patterns and test 

vectors are used interchangeably. ATPG 

algorithms can broadly be classified into random  

 

and deterministic algorithms. Random ATPG 

algorithms involve generation of random vectors 

and test efficiency (test quality quantified by fault 

coverage) is determined by fault simulation [2]. 

Deterministic ATPG algorithms generate tests by 

processing a structural net list at the logic level 

of abstraction using a specified fault list from 

Compared to random ATPG algorithms, 

deterministic ATPG algorithms produce shorter 
and higher quality tests in terms of test 

efficiency, at the expense of longer 

computational time. High computational time 

associated with deterministic ATPG algorithms 

is caused by low controllability and observability 

of the internal nodes of the circuit. This problem 

is more severe for sequential circuits where 

despite recent advancements in ATPG [9] 

computational time is large, and test efficiency is 

not satisfactory. Further, the growing disparity 

between the number of transistors on a chip and 
the limited input/output pins makes the problem 

of achieving high test efficiency very 

complicated and time consuming. Design for 

testability (DFT) is a methodology that improves 

the testability, in terms of controllability and 

observability, by adding test hardware and 

introducing specific test oriented decisions 

during the VLSI design flow shown in Figure 1. 

This often results in shorter test application time, 

higher fault coverage and hence tests efficiency, 

and easier ATPG. The most common DFT 

methodology is scan based DFT where 
sequential elements are modified to scan cells 

and introduced into a serial shift register. This is 

done by having a scan mode for each scan cell 

where data is not loaded in parallel from the 

combinational part of the circuit, but it is shifted 

in serially from the previous scan cell in the shift 

register. Scan based DFT can further be divided 

into full scan and partial scan. The main 

advantage of full scan is that by modifying all 

the sequential elements to scan cells it reduces 

the ATPG problem for sequential circuits to the 
more computationally tractable ATPG for 

combinational circuits. On the other hand, partial 

scan modifies only a small subset of sequential 

elements leading to lower test area overhead at 

the expense of more complex ATPG. 
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Figure 3: Scan based design 
 
 
 

The introduction of scan based DFT leads to the modification of the test application strategy which describes 

how test patterns are applied to the CUT. Unlike the case of combinational circuits or non-scan sequential 

circuits where a test pattern is applied every clock cycle, when scan based DFT is employed each test pattern is 
applied in a scan cycle. Figure 3 illustrates the application of a test pattern 

 

Vi+ 1 = Di+ 1 Di+ 1 : : :Di+ 1Si+ 1 Si+ 1 : : :Si+ 1 at time t +m after shifting out the test response 

 p 1 p 2 0m 1 m 2  0    

of test pattern Vi = Di Di : : :Di Si Si : : :Si applied at t   1, where p is the number 

 p 1 p 2 0 m 1 m 2 0  

of primary inputs, and m is the number of memory elements modified to scan cells S0: : :Sm 1that are pseudo 

inputs to the CUT. The scan cycle lasts for m +1 clock cycles of which m clock cycles are required to shift out 

the pseudo output part of the test response Y i Y i : : :Y i for test vector Vi (time t to t + m 1) and one clock cycle is 

required to 
m 1 m 2 0 

apply Vi+ 1. 

 

This section has described the basic principles of external testing using ATE and concepts of scan based DFT 

method. Finally, it should be noted that five main test parameters which assess the quality of a scan DFT method 

when using external ATE are: test area required by extra DFT hardware, performance, test efficiency, test 

application time and volume of test data. 

 

Figure 4: Basic principle of internal testing using BIST 
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Internal Testing Using Built-In Self-Test 
 

 

Despite its benefits of detecting manufacturing 

defects, external testing using ATE has the 

following two problems. Firstly, ATE is 

extremely expensive and its cost is expected to 

grow in the future as the number of chip pins 
increases [10]. Secondly, when applying 

generally accepted scan based DFT, test patterns 

cannot be applied to the circuit under test in a 

single clock cycle since they need to be shifted 

through the scan chain in a scan cycle. This 

makes at-speed testing extremely difficult. 

  
These problems have led to development of 

built-in self-test (BIST) which is a DFT method 

where parts of the circuit are used to test the 

circuit itself. There-fore test patterns are not 

generated externally as in the case of ATE 

(Figure 2), but they are generated internally 

using BIST circuitry. To a great extent this 

alleviates the reliance on ATE and testing can be 

carried out at normal functional speed. In some 

cases this not only substantially reduces the cost 

of external ATE, but also enables the detection 
of timing related faults. The basic principle of 

BIST is illustrated in Figure 4. The heavy 

reliance on external ATE including ATE 

memory which stores the test patterns (Figure 2), 

is eliminated by BIST which employs on chip 

test pattern generator (TPG) and signature 

analyser (SA). When the circuit is in the test 

mode, TPG generates patterns that set the CUT 

lines to values that differentiate the faulty and 

fault-free circuits, and SA evaluates circuit 

responses. 

 

 
The most relevant approach for exhaustive, 

pseudo exhaustive, and pseudorandom 

generation of test patterns is the use of a linear 

feedback shift register (LFSR) as TPG [11]. 

LFSR is widely employed by BIST methods 

mainly due to its simple and fairly regular 

structure, its pseudorandom properties which 

lead to high fault coverage and test efficiency, 

and its shift property that leads to easy 

integration with serial scan. The typical 

components of an LFSR are memory elements 

(latches or flip flops) and exclusive OR (XOR) 
gates. Despite their simple appearance LFSRs 

are based on complex mathematical theory that 

helps explain their behaviour as test pattern 

generators and response analysers. While LFSR 

can be used to compact and analyse the test 

responses for single-output CUT, its simple 

extension to multiple-input signature analyser 

(MISR) compacts and analyses test sequences 

for multiple-output CUT. MISR can be extended 

to built-in logic block observer (BILBO) or to 

concurrent BILBO (CBILBO) to perform both 

test pattern generation and signature analysis. An 

alternative to LFSR for test pattern generation 

are cellular automata (CA) in which each cell 

consisting of a memory element is connected 

only to its neighbouring cells. 

  

Based on the time of application and its relation 

to functional operation, BIST methods are 
classified in two broad categories, on-line BIST 

and off-line BIST.[12] On one hand, in on-line 

BIST testing occurs during functional operation. 

Despite its benefits of in-field testing and on-line 

fault detection for improving fault coverage, on-

line BIST leads to excessive power dissipation 

which increases packaging cost and reduces 

circuit reliability. Moreover, on-line testing 

conflicts with power management policies 

implemented in the state of the art deep sub-

micron VLSI circuits to reduce power 

dissipation. This makes on-line BIST highly 
inefficient for testing low power VLSI circuits. 

On the other hand, the same test efficiency is 

achieved by off-line BIST which deals with 

testing a circuit when it is not performing its 

normal functions. From now onwards throughout 

this dissertation, unless explicitly specified, the 

term BIST refers to off-line BIST. 

 

Based on the trade-off between test application 

time required to achieve a satisfactory fault 

coverage and BIST area overhead associated 
with extra test hardware, BIST methods can 

broadly be classified into scan BIST and parallel 

BIST. BIST embedding is a particular case of the 

parallel BIST where functional registers are 

modified to test registers to generate test patterns 

and analyse test responses when the circuit is in 

the test mode. Scan BIST and BIST embedding 

methodologies are described in the following 

two subsections. 

 

 

 

Figure 5: Basic principle of scan BIST 

methodology
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Scan BIST Methodology 

 

Scan BIST methodology is an extension of scan DFT method introduced, where test patterns are not 

shifted in the scan chain using external ATE, but they are generated on-chip using TPG. The basic 

principle of scan BIST is shown in Figure 5. In order to provide pseudorandom patterns, an LFSR is used 

as the TPG, and the serial output of the LFSR is connected to a shift register (SR) connected to the 

primary inputs of the CUT in order to supply the test pattern. The serial output of SR is connected to the 

serial input of the internal scan chain, and the serial output of the scan chain and primary outputs of the 

CUT are analysed using an MISR. A counter is employed to indicate when shifting is complete, so that 
the pattern stored in the SR and scan chain can be applied to the CUT by activating N/T. The extra 

hardware required by the counter, SR, LFSR, and MISR leads to a minor impact on the performance, 

however at the expense of long test application time to achieve satisfactory fault coverage. The long test 

application time is due to applying each test pattern in a scan cycle which comprises the time required to 

shift in the patterns into the SR and the internal scan chain. Therefore, the test application strategy for a 

scan BIST methodology is called test-per-scan [12]. This is unlike the test-per-clock test application 

strategy where a test pattern is applied every clock cycle as in the case of the BIST embedding 

methodology explained in the following section. 

 

 

 

Figure 6: Parallel BIST 
  

 

 

BIST Embedding Methodology 
 

In a parallel BIST methodology, test patterns are applied to the CUT every clock cycle which leads to a 

substantial reduction in test application time when compared to the scan BIST methodology (Figure 5). 

Figure 6 shows a circuit under test having p inputs and q outputs which is tested as one entity using an 

LFSR for test pattern generation and an MISR for signature analysis. Since most practical circuits are too 

complex to be tested as one entity, a circuit is partitioned into modules. BIST embedding is the parallel 

BIST methodology where each module is a test primitive in the sense that test patterns are generated and 

output responses are compressed using test registers for each module [13]. This methodology is 

particularly suitable for data path circuits described at register-transfer level of the VLSI design flow 

where modules are tested using test registers which are a subset of functional registers. The following 

example overviews the BIST embedding methodology for RTL data paths. 

  
Example 1: Consider the data path shown in Figure 7 which was described initially. The data path 

consists of six modules M1: : :M6, and nine registers R1: : :R9 that are modified into test registers. To make 
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a module testable, each input port is directly or indirectly (through a driving path as multiplexer network 

or a bus) fed by a TPG and every output port directly or indirectly feeds a SA. For example in the case of 

M1, LF SR1 acts as TPG and MISR5 operates as SA. These TPGs and SAs are said to be associated with 

module M1. TPGs and SAs are configured as one of the following: LFSRs, MISRs, 

 

 
 

Figure 7: Example 1 data path 

 

         
BILBOs, and CBILBOs During the test of 

modules Mk, k = 1: : :6, the associated TPGs and 
SAs are first initialised to known states, then a 

sufficient number of test patterns are generated 

by the TPGs and applied to Mk. Outputs from Mk 

are compressed in SAs to form a signature. After 

all patterns are applied to Mk, the final signature 

is shifted out of the SAs and compared with the 

fault-free signature. 

 

Test hardware is allocated such that each module 

receives test patterns and its output responses are 
observable during test. The process of allocating 

test hardware (test resources) to each module is 

referred to as test synthesis. Since test hardware 

is allocated for BIST, test synthesis and BIST 

synthesis are used interchangeably throughout 

this dissertation. Due to the test hardware 

required by TPGs and SAs, a BIST data path has 

a greater area than the original circuit. This extra 

area is referred to as BIST area overhead. Also, 

test hardware often increases circuit delays that 

may lead to performance degradation. De-

pending on test hardware allocation generated by 

test synthesis, some modules from the data path 

may be tested at the same time while others 

cannot. This is due to the conflicts which may 

arise between different modules that need to use 

the same test resources during testing. A test 

schedule specifies the order of testing all the 

modules by eliminating all the conflicts between 

modules. A test schedule is divided into several 

test sessions, where in each test session one or 

more modules are tested. Data paths with many 
modules in conflict have a higher number of test 

sessions and hence longer test application time. 

The test application time of a built-in self-

testable data path is the time to complete the test 

schedule added to the shifting time required to 

shift in the seeds for test pattern generators and 

shift out signatures stored in signature analysers 

as described in Example 1. In the following the 

concepts defined in  are introduced based on the 

example data path shown in Figure 7. These 

concepts are necessary to understand how a test 

schedule is generated and serve as a basis for the 
technique proposed in this research paper.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



 

COMPUSOFT, An international journal of advanced computer technology, 6 (12), December-2017 (Volume-VI, Issue-XII) 
 

2513 
 

A test tk for a module Mk has an allocation 

relation with a test register Ri if the register 

generates test patterns for Mk or analyses test 

responses of Mk. In general, the allocation 

between modules and test registers can be 

represented by a bipartite graph with a node set 

consisting of tests and resources. The resource 

allocation graph for the data path example from 
Figure 7 is shown in Figure 8(a). If there is an 

allocation relation between tk and Ri, then there is 

an edge between tk and Ri in the resource 

allocation graph. For example in the case of M2 

from Figure 7 LF SR2 and LF SR3 generate test 

patterns, and MISR5 analyses test responses. 

Therefore, in the resource allocation graph 

shown in Figure 8(a) there is an edge between t2 

and R2, between t2 and R3, and between t2 and R5. 

If a resource node (register) is connected to more 

that one test this indicates a conflict between the 

tests that require that resource. A pair of tests 
that share a test resource cannot be run 

concurrently and are referred to as incompatible. 

Otherwise, they are compatible. Pairs of 

compatible tests form a relation on the set of 

tests which is a compatibility relation. Such a 

relation can be represented by a test 

compatibility graph (TCG) shown in Figure 8(b). 

In a TCG a node appears for each test and an 

edge exists between two nodes if the 

corresponding two tests are compatible. For 

example, in the case of TCG from Figure 8(b) 
there is an edge between t1 and t3 since the two 

tests do not share any resources in the resource 

allocation graph shown in Figure 8(a). The test 

compatibility graph indicates which tests can be 

run concurrently. The complement of the test 

compatibility graph is the test incompatibility 

graph (TIG) shown in Figure 8(c). Unlike the 

TCG where there is an edge between two 

compatible tests, an edge appears in the TIG if 

the corresponding two tests are incompatible, i.e. 

they share the same resources in the resource 
allocation graph shown in Figure 8(a). 

 

 

 

 

Figure 8: Resource allocation, test compatibility 
and incompatibility graphs for data path shown in 

Figure 7 
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For example, since LF SR2 (or simply R2) 

generates test patterns for both M2 and M4 there 

is an edge between between R2 and t2 and 

another edge between R2 and t4 in the resource 

allocation graph. This will lead to a conflict 

between M2 and M4 and an edge between t2 and 

t4 will be introduced in the TIG shown in Figure 

8(c). The TCG and the TIG can be used as a 

basis for scheduling the tests such that the 

number of test sessions and hence the total test 
application are minimised. A clique (a complete 

sub graph of a graph) of the TCG represents a set 

of tests which can run concurrently. For 

example, in the case of the TCG shown in Figure 

8(b), ft1;t3;t4g is a clique which means that 

modules M1, M3, and M4 can be tested 

concurrently. Thus, the test scheduling problem 

reduces to finding all the cliques in the TCG and 

covering all the nodes in the TCG with the 

minimum number of cliques. This problem can 

also be thought of as finding the minimum 
number of colours required to colour the TIG. 

This is because the graph colouring problem 

aims to minimise the number of colours in a 

graph such that two adjacent nodes do not have 

the same colour. Since all the nodes with the 

same colour in the TIG belong to the same clique 

in the TCG, minimum number of colours in the 

TIG will indicate the minimum number of test 

sessions which leads to the lowest test 

application time. The test scheduling problem to 

minimise the test application time was shown to 

be NP-hard [16] and therefore fast heuristics 
must be developed. Also, efficient algorithms for 

BIST synthesis for RTL data paths are required 

since it was formulated as 0-1 integer linear 

programming problem, which is, in general, NP-

hard. 

 

It should be noted that test scheduling differs 

fundamentally from traditional operation 

scheduling in high level synthesis (HLS). Unlike 

operation scheduling which is based on a data 

dependency graph, test scheduling is based on 
the TCG and the TIG shown in Figures 8(b) and 

8(c). Therefore, in test scheduling there is no 

concern with regard to the precedence and the 

order of execution. The main objective in test 

scheduling is to minimise the number of test 

sessions and hence test application time by 

increasing the test concurrency based on the 

conflict information derived from the resource 

allocation graph (Figure 8(a)). 

 

It is desirable to allocate test hardware (test 

synthesis) such that both test application time 
and BIST area overhead are reduced. For each 

testable data path there are one or more test 

schedules according to the resource allocation 

and test incompatibility graphs (test scheduling). 

Test synthesis and test scheduling are strictly 

interrelated since each test resource allocation 

determines the number of conflicts between 

different tests. Example 2 outlines this 

interrelation between test synthesis and test 

scheduling. 

 

Example 1.2 Figure 9 shows a data path with 

two registers, R1 and R2, and two modules, M1 

and M2. If only register R2 is modified to a LF 

SR2 for generating test patterns for both M2 and 

M1 (through a multiplexer), then due to the test 

resource conflict it is necessary to schedule tests 
t1 and t2 at different test times. This leads to an 

increase in test application time. However, if 

both registers R1 and R2 are modified to LF SR1 

and LF SR2 then no test resource conflict occurs 

and t1 and t2 may be scheduled at the same time. 

The use of two test registers leads to lower test 

application time at the expense of higher BIST 

area overhead. 
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Figure 9: Interrelation between test synthesis and test scheduling 
 
 

The set of feasible test resource allocations and 

test schedules define a testable design space. For 

complex circuits, with a large number of 

registers and modules, the size of the testable 

design space is huge due to the high number of 

test resource allocations and test schedules. 

Exploring different alternatives in the design 

space in order to minimise one or more test 

parameters, such as test application time or BIST 
area overhead, is referred to as testable design 

space exploration. To achieve high quality 

solutions with both low test application time and 

low BIST area overhead, efficient testable design 

space exploration is required. Further, efficient 

testable design space exploration is also 

important from the computational time 

standpoint, since for complex circuits the size of 

the testable design space is huge. 

 

After test resources are allocated (test 
synthesis) and the test schedule is generated (test 

scheduling) the final step is to synthesise a BIST 

controller that controls the execution of test 

sessions and shifts in the seeds for TPGs and 

shifts out the signatures stored in SAs. In order 

to achieve minimum area overhead, the BIST 

controller is merged with the functional 

controller into a single control unit for the data 

path. Figure 10 shows the extension of a 

functional data path (Figure 10(a)) to a self-

testable data path (Figure 10(b)) with merged 
functional and BIST controllers. A particular 

advantage of specifying a circuit at RTL is that 

control and status signals during the functional 

specification are merged and optimised with the 

test signals that operate the data path during 

testing. 

 

Figure 10: Functional and testable 

data paths. 
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In addition to test application time, BIST area overhead, and performance degradation, other BIST 

parameters include volume of test data and fault-escape probability. Volume of test data affects storage 

requirements and shifting time required to shift in the seeds for the TPGs and to shift out the signatures 

stored in SAs. Hence, volume of test data has an influence on test application time which is the sum of the 

shifting time and the time required to complete the test sessions. High aliasing probability in signature 

analysis registers leads to data paths with high fault-escape probability which lowers fault coverage and 

hence decreases test efficiency. Finally, it should be noted that the six main test parameters which assess 

the quality of BIST embedding methodology are: test application time, BIST area overhead, performance 
degradation, and volume of test data, fault-escape probability, and efficiency of testable design space 

exploration. 

 

 

 

 

 

Power Dissipation During Test 

Application 

 
The ever increasing demand for portable 

computing devices and wireless communication 

systems requires low power VLSI circuits. 

Minimising power dissipation during the VLSI 

design flow increases lifetime and reliability of 

the circuit [14]. Numerous techniques for low 

power VLSI circuit design were reported  for 

CMOS technology where the dominant factor of 

power dissipation is dynamic power dissipation 

caused by switching activity. While these 

techniques have successfully reduced the circuit 

power dissipation during functional operation, 

testing of such low power circuits has recently 

become an area of concern mainly because of the 

following two reasons. Firstly, it was reported in 

that there is significantly higher switching 

activity during testing than during functional 

operation and hence higher power dissipation. 

This can decrease the reliability of the circuit 

under test due to excessive temperature and 

current density which cannot be tolerated by 

circuits designed using power minimisation 

techniques. Secondly, high switching activity 

during test application leads to manufacturing 

yield loss which can be explained as follows. 

High switching activity during test application 

causes a high rate of current flowing in power 

and ground lines leading to excessive power and 

ground noise. This noise can erroneously change 

the logic state of circuit lines leading to incorrect 

operation of circuit gates causing some good dies 

to fail the test. Therefore, addressing the 

problems associated with testing low power 

VLSI circuits has become an important issue. 

 

Most of the solutions reported for power 

minimisation during normal operation reduce 

spurious transitions during functional operation 

(glitches) which do not carry any useful 

functional information and cause useless power 

dissipation. Consequently, power can be 

minimised during test application by eliminating 

spurious transitions during test application 

which do not carry any useful test operation. 

Spurious transitions during test application will 

be defined later at different levels of abstraction 

and their minimisation is the aim of this 

investigation. Since dynamic power dissipation 

caused by switching activity is the dominant 

factor of power dissipation in CMOS VLSI 

circuits [18], from now onwards, unless 

explicitly specified, the terms dynamic power 

dissipation and power dissipation are used 

interchangeably throughout this dissertation. 
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Figure 11: Test application time vs. BIST 

area overhead 

 

Three Dimensional Testable Design Space 

 

The testable design space exploration, as 

described, involves a trade-off between test 

application time and BIST area overhead, as 

shown in Figure 11 for 32 point discrete cosine 

transform data path with 60 registers, 9 

multipliers, 12 adders, and an execution time 

constraint of 30 control steps. The results were 

obtained by synthesising and technology 

mapping] into 0.35 micron AMS technology 

35,000 BIST data paths which is a large 

statistical sample of the entire design space of 

1023 BIST data paths. The BIST data paths were 

specified in VHDL, and test application time (in 

terms of clock cycles) and BIST area overhead 

(in terms of square mils) were obtained using the 

experimental validation flow detailed in 

appendix A. BIST area overhead in terms of 

square mils reflects not only the additional test 

hardware required by test registers, but also the 

additional gates required to integrate the 

functional and test controller as outlined in 

Figure 10 and Figure 11 shows that as test 

application time decreases there is an increase in 

BIST area overhead. 

 

Figure 12: Test application time vs. power 

dissipation 
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However, there are many test resource allocations 

leading to identical values in test application time 

with significantly different values in BIST area 

overhead. For example, in the case of the lowest 

test application time equal to 1064 clock cycles, 

BIST area overhead varies from approximately 

130 square mils to 180 square mils. This justifies 

the need for efficient BIST hardware synthesis 

algorithms which minimise both test application 

time and BIST area overhead. This problem is 

addressed. 

 

The main disadvantage of trading off only test 

application time and BIST area over-head is that 

testable data paths are selected without providing 

the flexibility of exploring alternative solutions in 

terms of power dissipation. Indeed, a large number 

of optimum or near-optimum solutions in terms of 

test application time and BIST area overhead may 

be found, but with different power dissipation. 

Thus, power dissipation is a new parameter which 

should be considered during testable design space 

exploration. Figure 12 shows the trade-off between 

test application time and power dissipation for the 

32 point discrete 
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Figure 13: Three dimensional testable design space 
 
 



 

COMPUSOFT, An international journal of advanced computer technology, 6 (12), December-2017 (Volume-VI, Issue-XII) 
 

2521 
 

cosine transform data path. In the case of the 

lowest test application time equal to 1064 clock 

cycles, power dissipation varies from 

approximately 40mW to 130mW. The different 

values in power dissipation during test 

application are not caused only by different 

values in BIST area overhead (Figure 11). Since 

power dissipation is dependent on switching 
activity of the active elements during each test 

session, the variation in power dissipation is also 

due to useless power dissipation defined. 

 

Finally, Figure 13 shows the three dimensional 

testable design space for the 32 point discrete 

cosine transform data path. Unlike the case of 

exploring only test application time and BIST 

area overhead (Figure 11) or only test application 

time and power dissipation (Figure 12), the 

exploration of the three dimensional design 

space accounts for all the three parameters: test 
application time, BIST area overhead and power 

dissipation (Figure13). The aim of the techniques 

proposed in this research paper is to efficiently 

explore the three dimensional design space and 

eliminate useless power dissipation without any 

effect on test application time or BIST area 

overhead. 

 

Dissertation Organisation and 

Contributions  
 

This dissertation presents new techniques in 

terms of algorithms and methodologies for 

testing low power VLSI circuits at the logic and 

register-transfer levels of abstraction of the VLSI 

design flow. The rest of the dissertation is 

organised as follows. Motivation for low power 

testing and a comprehensive review of 
previously reported approaches for minimising 

power dissipation during test application This 

research paper introduces a new technique for 

power minimisation during test application in 

scan sequential circuits with no penalty in area 

overhead, test application time, test efficiency, 

performance, or volume of test data when 

compared to standard scan method. The 

technique is test set dependent and it is 

applicable to small to medium sized scan 

sequential circuits at the logic level of 
abstraction. 

  

A new test set independent technique  applicable 

to large scan sequential circuits and shows how 

with low overhead in test area and volume of test 

data, and with no penalty in test application time, 

test efficiency, or performance, considerable 

savings in power dissipation during test 

application in large scan sequential circuits is 

achieved with low computational time. 

 

Prior to investigating power minimisation 
techniques for testing low power VLSI circuits at 

RTL, Chapter 5 addresses testability of RTL data 

paths using BIST. A new BIST methodology 

based on test compatibility classes achieves an 

improvement in terms of test application time, 

BIST area overhead, performance degradation, 

volume of test data, and fault-escape probability 

over the traditional BIST embedding 

methodology. 

 

 
It shows how power dissipation during test 
application is minimised at the register-transfer 

level of abstraction of the VLSI design flow. The 

three dimensional testable design space 

described in Figure 13 is explored using novel 

power conscious test synthesis and test 

scheduling algorithms at the expense of low 

overhead in computational time. Finally, 

conclusions and directions for future research. 

The previously outlined contribution and 

summarised in the final have resulted in original 

work published or submitted for publication. 

 

Motivation and Previous Work 
 

 

Personal mobile communications and portable 

computing systems are the fastest growing 

sectors of the consumer electronics market. The 
electronic devices at the heart of such products 

need to dissipate low power, in order to conserve 

battery life and meet packaging reliability 

constraints. Low power design in terms of 

algorithms, architectures, and circuits has 

received significant attention and research input 

over the last decade. Although low power design 

methodologies will solve the problem of 

designing complex, low power digital very large 

scale integrated (VLSI) circuits, such circuits 

will still be subject to manufacturing defects. It 

was implicitly assumed that traditional design for 
testability (DFT) methodologies are suitable for 

digital circuits designed using low power 

methods. However, recent research has shown 

that this assumption is not valid and leads to 

lower circuit reliability and reduced 

manufacturing yield. For example, it was 

reported in  that a VLSI chip can dissipate up to 

three times higher power during testing when 

compared to normal (functional) operation. 

While some overstressing of devices during a 

burn-in phase may be desirable, increasing the 
power dissipation by several times can be 

destructive. The additional power dissipation is  

 

caused by significantly higher switching activity 

during testing than in functional operation. This 

is due to the fact that there is a fundamental 

conflict between the very aims of low power 

design where the correlation between input 

patterns is increased and traditional DFT 

methodologies where any correlation between 
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test vectors is destroyed in order to reduce test 

application time. 

 

The aim of this chapter is to justify the need for 

low power testing in order to preserve high 

circuit yield and reliability and to provide an 

overview of the solutions recently proposed to 

reduce power dissipation during test application. 

 

 

Motivation for Low Power Testing 
 

Considerable research on low power design and 

testability of VLSI circuits was done over the 

last decade. With the advent of deep sub-micron 

technology and tight yield and reliability 

constraints, in order to perform a non-destructive 

test for high performance VLSI circuits power 

dissipation during test application needs not to 

exceed the power constraint set by the power 

dissipated during functional operation of the 
circuit. This is because excessive power 

dissipation during test application caused by high 

switching activity may lead to the following two 

problems: 

 
Reliability decrease caused by the following two 

reasons: heat dissipation and electro migration. 

The use of special cooling equipment to remove 

excessive heat dissipation during test application 

caused by higher switching activity, is difficult 

and costly as tests are applied at higher levels of 

circuit integration such as BIST. Therefore, 

excessive heat dissipation may lead to permanent 

damage of the circuit under test or affect the 
reliability by accelerating corrosion mechanisms. 

Also electro migration rate increases with 

temperature and current density that is 

underestimated by state of the art approaches  

which assume signal correlations that are 

eliminated when DFT methodologies such as 

scan  or scan BIST are employed. 

 

Manufacturing yield loss caused by high 

power/ground noise combined with large 

resistive voltage drop. On one hand, to test a bare 
dice during manufacturing test using automatic 

test equipment,  power must be supplied through 

probes which have higher inductance than the 

power and ground pins of the circuit pack-age 

leading to significantly higher power/ground 

noise. On the other hand, resistive voltage drop 

caused by large maximum instantaneous current 

flowing in the power lines is underestimated by 

state of the art approaches since they assume 

signal correlations that are destroyed when 

employing scan based DFT methodologies. 

Therefore, high power/ground noise combined 
with large resistive voltage drop can erroneously 

change the logic state of circuit lines causing 

some good circuits to fail the test, leading to 

unnecessary loss of manufacturing yield. 
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Previous Work 
 

The previous section has motivated the need to 

minimise power dissipation during test 

application in order to increase circuit yield and 

reliability. A review of the sources of higher 

power dissipation during test application and 

recently proposed low power testing techniques is 

given respectively. 
 

Sources of Higher Power Dissipation 

During Test Application 
 

This section reviews low power design techniques 

and methodologies which lead to the conflict 
between low power dissipation during functional 

operation and achieving high testability of the 

circuit under test. Dynamic power dissipation in 

CMOS VLSI circuits depends on three 

parameters: supply voltage, clock frequency, and 

switching activity. While the first two parameters 

reduce power dissipation at the expense of circuit 

performance, power reduction by minimising 

switching activity and hence switched 

capacitance does not introduce performance 

degradation and it is the main technique 

researched over the last decade [21]. Depending 
on the level of abstraction, sources of high power 

dissipation during test application due to 

increased switching activity can broadly be 

classified into logic level sources and register-

transfer level sources: 

 
Sources of high power dissipation during test 

application caused by design techniques at the 

logic level of abstraction can further be classified: 

 
Low power combinational circuits are synthesised 

by algorithms which seek to optimise the signal 

or transition probabilities of circuit nodes using 

the spatial dependencies inside the circuit (spatial 

correlation), and assuming the transition  

 

 

Probabilities of primary inputs to be given 

(temporal correlation) . The exploitation of spatial  

 
and temporal correlations during functional 

operation for low power synthesis of 

combinational circuits leads to high switching 

activity during test application since correlation 

between consecutive test patterns generated by 

automatic test pattern generation (ATPG) 

algorithms is very low. This is because a test 

pattern is generated for a given target fault 

without any consideration of the previous test 

pattern in the test sequence. Therefore, lower 

correlation between consecutive test patterns 
during test application may lead to higher 

switching activity and hence power dissipation 

when compared to functional operation. 

 

Low power sequential circuits are synthesised by 

state assignment algorithms which use state 

transition probabilities. The state transition 

probabilities are computed assuming the input 

probability distribution and the state transition 

graph which are valid during functional 

operation. These two assumptions are not valid 
during the test mode of operation when scan DFT 

technique is employed. While shifting out test 

responses, the scan cells are assigned 

uncorrelated values that destroy the correlation 

between successive functional states. 

Furthermore, in the case of data path circuits with 

large number of states that are synthesised for low 

power using the correlations between data 

transfers, in the test mode scan registers are 

assigned uncorrelated values that are never 

reached during functional operation, which may 

lead to higher power dissipation than during the 
functional operation. 

 
High power dissipation during test application 

caused by design techniques at the register-

transfer level of abstraction is due to the 

following. Systems which com-prise a high 
number of memory elements and multifunctional 

execution units employ power conscious 

architectural decisions such as power 

management where blocks are not simultaneously 

activated during functional operation. Hence, 

inactive blocks do not contribute to dissipation 

during the functional operation. The fundamental 

premise for power management is that systems 

and their components experience non-uniform 

workload during the functional operation [22]. 

However, such an assumption is not valid during 

test application. In order to minimise test 
application time when the system is in the test 

mode, concurrent execution of tests is required. 

Therefore, by concurrently executing tests many 

blocks will be active at the same time leading to a 

conflict with the power management policy. This 

will result in higher power dissipation during test 

application when compared to functional 

operation. 

 

The following two examples illustrate the sources 

of higher switching activity during test 
application than during normal operation at two 

different levels of abstraction of the VLSI design 

flow: logic level (Example 1) and register-

transfer level (Example 2). 
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Figure 14 : Sources of higher power dissipation during test application than during 

normal operation at logic level of abstraction when scan DFT is employed. 

 
 

Example 1 Consider the state transition graph 

and its circuit implementation shown in Figure 

14. The functional description of the state 

transition graph comprises five states 

S1;S2;S3;S4;S5, and circuit implementation 
consists of the combinational part C and the 

sequential part S. In order to achieve high test 

efficiency scan based DFT is employed and 

sequential elements are transformed into scan 

cells with serial input, Scan In, and serial output, 

Scan Out. To reduce power dissipation during 
functional operation, state assignment algorithms 

for low power, outlined in problem (ib), allocate 

a code to each state such that the number of 

transitions (nt) is minimised. However, when 

scan based DFT is employed, state transition 

correlations that exist during functional operation 

are destroyed. This leads to greater number of 

transitions during testing, and hence higher 

power dissipation, as in the case when shifting 

out the test response with sequential part S5 and 

shifting in the next test pattern with sequential 
part S4. For example, during testing, the 

following state transitions 010!101 and 101!010 

lead to nt=3 which is higher than any number of 
transitions during functional operation. 
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Figure 15: Data flow graph to illustrate the implementation of low power RTL data path. 

 
 
Example 2 In order to show that the high test concurrency required for low test application time aimed for by the 

BIST embedding methodology  leads to higher power dissipation during test application, consider the data flow 

graph from Figure 15 and its low power implementation shown in Figure 14. The 13 variables in the data flow 

graph fv1: : :v13g are mapped to 8 registers fR1: : :R8g, and the 6 operations 
f(  )(  )(+ )(+ )( )( )g are mapped to 3 functional units (modules) f( )(+)(  )g 

1 2 1 2 1 2 

 
(Figures 2 and 3). According to the variable assignment shown in Figure 2.2, the multiplier ( ) is active only in 

clock cycles 1 and 4, and the adder (+) and the subs tractor ( ) are active only in clock cycles 2 and 3. Similarly 

registers fR1,R2g are active only in clock cycles 1 and 4, fR4,R6g only in clock cycle 2, fR3,R7g only in clock 
cycle 3, R5 only in clock cycles 2 and 3, and R8 only in clock cycles 2,3, and 5. This implies that not all the data 

path elements are active at the same time which leads to low power dissipation during functional operation as 

shown in Figure 2.3. However, if tests for f( )(+)g are executed at the same time during test application by 

employing BIST embedding methodology, and modifying registers fR1;R2;R3;R5g to LFSRs, and registers 

fR7;R8g to MISRs, then modules f( )(+)g and registers fR1;R2;R3;R5;R7;R8g are active at the same time. Higher 
switching activity caused by high test concurrency leads to higher power dissipation during test application than 

during the functional operation. 
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Figure 16: Low power RTL data path implementing data flow graph shown 

 

Other Work on Low Power Testing 

 

This section gives a review of recently proposed 

solutions for reducing switching activity and 

hence power dissipation during test application 

which leads to solving problems (i)-(ii ) outlined. 
 
 

Problem (ia): A new ATPG tool was proposed 

to overcome the low correlation between 

consecutive test vectors during test application in 

combinational circuits. Despite achieving the 

objectives of safe and inexpensive testing of low 

power circuits the approach in  increased the test 

application time. A different approach for 

minimising power dissipation during test 

application in combinational circuits is based on 

test vector ordering. The basic idea beyond test 

vector ordering is to find a new order of the set 

such that correlation between consecutive test 

patterns is increased as shown in Figure 16 For 

example by considering a p input combinational 

circuit with a test set of n test vectors (Figure 

16(a)), by swapping the position of test vectors 

Vi and Vj will lead to a lower power dissipation 

(Figure 16(b)). Test vector ordering is done in a 

post-ATPG phase with no overhead in test 

application time since test vectors are reordered 

such that correlation between consecutive test 

vectors matches the assumed transition 

probabilities of primary inputs used for 

switching activity computation during low power 

logic synthesis. 
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Figure 17: Reducing power dissipation during test application in combinational circuit by 

reordering test vectors 
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Figure 18: Dual speed LFSR for power minimisation during test application  

 
However the computational time in is very high 

due to the complexity of the test vector ordering 

problem which is reduced to finding a minimum 

cost hamiltonian path in a complete, undirected, 
and weighted graph. The high computational 

time is overcome by the techniques proposed in 

where test vector ordering assumes a high 

correlation between switching activity in the 

circuit under test and the hamming distance or 

transition density [23] at circuit primary inputs. 

For combinational circuits employing BIST 

several techniques for minimising power 

dissipation were proposed recently. In the use of 

dual speed linear feedback shift register (DS-

LFSR) lowers the transition density at the circuit 
inputs leading to minimised power dissipation. 

The DS-LFSR operates with a slow and a normal 

speed LFSR, as shown in Figure 18 in order to 

increase the correlation between consecutive 

patterns. It should be noted that the slow LFSR 

has both a slow clock and a normal clock as 

inputs, as well as a control signal which selects 

the appropriate clock depending on the 

operation. It was shown in that test efficiency of 

the DS-LFSR is higher than in the case of the 

LFSR based on a primitive polynomial with a 
reduction in power dissipation at the expense of 

more complex control and clocking. Optimum 

weight sets for input signal distribution are 

determined in order to minimise average power, 

while the peak power is reduced by finding the 

best initial conditions in the cellular automata 

(CA) cells used for pattern generation. It was 

proven in  that all the primitive polynomial 

LFSR of the same size, produce the same power 

dissipation in the circuit under test, thus advising 

the use of the LFSR with the smallest number of 

XOR gates since it yields the lowest power 
dissipation by itself. A mixed solution based on 

reseeding LFSRs and test vector inhibiting to 

filter a few non-detecting sub-sequences of a 

pseudorandom test sequence was proposed in 

this research paper. 
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Figure 19: Vector filtering and test pattern generator reseeding for power minimisation during 

test application. 

 
A sub-sequence is non-detecting if all the faults 

found by it are also observed by other detecting 

sub-sequences from the seudorandom test 

sequence. An enhancement of the test vector 

inhibiting technique was presented in where all 

the non-detecting sub-sequences are filtered. The 

basic principle of filtering non-detecting 

sequences is to use decoding logic to detect the 

first and the last vectors of each non-detecting 

sequence as shown in Figur19 After the detection 

of the first vector of a non-detecting sequence, 

the inhibiting structure using a transmission 

gates network enabling signal propagation, 

prevents the application of test vectors to the 

CUT. 
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Figure 20: Pre-computation-based architecture for power minimisation during test 

application  

 

 

Hybrid Cellular Automata  
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Figure 21: Hybrid cellular automata for power minimisation during test application 
 
 

To increase the test efficiency by detecting 

random pattern resistant faults with a small test 

sequence, an enhanced BIST structure based on 

reseeding the LFSR is shown in Figure 21(b). 

The particular feature of the proposed BIST 

structure is that the seed memory is composed of 

two parts: the first part contains seeds for 

random pattern resistant faults and the second 
part contains seeds to inhibit the non-detecting 

sequences. The seed memory combined with the 

decoding logic (Figure 21(b)) is better than only 

decoding logic (Figure 6(a)) in terms of low 

power dissipation and high fault coverage, at the 

expense of higher BIST area overhead. 

 

A different approach for filtering non-detecting 

vectors inspired by the pre-computation 

architecture  is presented in this research paper. 

The MASK block shown in Figure 21 is a circuit 

with a latch-based architecture or AND-based 

architecture which either eliminates or keeps 

unaltered the vectors produced by the LFSR. The 

enable logic implements an in-completely 

specified Boolean function whose on-set is the 

set of the unaltered vectors and whose off-set is 

the set of the eliminated (non-detecting) vectors. 
An improvement in area overhead associated 

with filtering non-detecting vectors without 

penalty in fault coverage or test application time 

was achieved using a non-linear hybrid cellular 

automata. The hybrid cellular automata shown in 

Figure 8 generates test patterns for the CUT 

using cell configurations optimised for low 

power dissipation under given fault coverage and 

test application time constraints. The regularity 

of multiplier modules and linear sized test set 
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required to achieve high fault coverage lead to 

efficient low power BIST implementations for 

data paths. 

 

 
Regardless of the implementation type of the test 

pattern generator, BIST architectures 

significantly differ one from another in terms of 

power dissipation. The three different 

architectures shown in Figure 21 were evaluated 

for power dissipation, BIST area overhead and 

test application time. It was found in  that the 

architecture consisting of an LFSR and a shift 

register SR (Figure 21(c)) produces lower power 

dissipation, BIST area overhead and test 

application time when compared to a single 

LFSR (Figure 21(a)) and two LFSRs with 
reciprocal characteristic polynomials (Figure 

21(b)). However, this is achieved at the expense 

of lower fault coverage and hence reduced test 

efficiency due to the modified sequence of 

patterns applied to the CUT which does not 

detect all the random pattern resistant faults. 

 

Circuit partitioning into sub-circuits and 

conscious sub-circuit test planning have an 

important influence on power dissipation as 

described in this research paper. The main 
justification for circuit partitioning is to obtain 

two different structural circuits of approximately  

 

the same size, so that each circuit can be 

successively tested in two different sessions as 

shown in Figures 22(a)-22(d). In order to 

minimise the BIST area overhead of the resulting 

BIST scheme (Figures 22(c)-22(d)), the number 

of connections between the two sub-circuits has 

to be minimum. 
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Figure 22: Evaluating different BIST architectures for power minimisation during test 

application 
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Figure 23: Circuit partitioning for power minimisation during test application  
 

It was shown in that by partitioning a single 

circuit entity into two sub-circuits and executing 

two successive tests as shown in Figures 23(c)-

23(d), savings in power dissipation can be 

achieved with roughly the same test application 

time as in the case of a single circuit entity. 

Although the techniques proposed for 

minimising power dissipation during test 

application in combinational circuits at the logic 

level of abstraction achieve good results, they 

can further be combined with the techniques 

proposed at register-transfer level. 
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Figure 24: Pre-computation architecture for power minimisation during test application in scan 

BIST methodology  

 
 

Problem (ib): To minimise power dissipation in 

non-scan sequential circuits during test 

application a test pattern generation methodology 

for low power dissipation was pro-posed. The 

methodology is based on three independent steps 

comprising redundant test pattern generation, 

power dissipation measurement and optimum 

test sequence selection. The solution proposed 

in, which is based on genetic algorithms, 

achieves considerable savings in power 

dissipation, however cannot be applied to scan 
sequential circuits where shifting power 

dissipation is the major contributor to the total 

power dissipation. 

 

To minimise shifting power dissipation in scan 

sequential circuits, test vector inhibiting 

techniques proposed for combinational circuits 

are extended to scan sequential circuits. The scan 

BIST methodology presented in Figure24 

requires to be extended with decoding logic and 

an AND gate to enable pattern shifting as shown 

in Figure24 Based on the content of the LFSR 
the decoding logic detects whether the test 

pattern to be shifted belongs to the subset of 

detecting sequences. If the pat-tern is non-

detecting the propagation through the SR and 

scan chain is stopped. In the test vector inhibiting 

technique is extended where the modules and 

modes with the highest power dissipation are 

identified, and gating logic is introduced in order 

to reduce power dissipation. 
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Figure 25: Test vector and scan cell reordering for power minimisation in full scan sequential 

circuits 

 
 

Despite substantial savings in power dissipation 

vector detection and gating logic introduce not 

only significant area overhead but also 

considerable performance degradation for 

modified scan cell design. In a new scan BIST 

structure was proposed based on the 

experimental observation that a very high fault 

coverage can be obtained by a small number of 

clusters of test vectors. Although not targeted 

specifically for low power dissipation during test 

application the approach in, yields high fault 

coverage with correlated scan patterns which can 
also lead to lower power dissipation. A similar 

approach is employed in the low transition 

random test pattern generator (LT-RTPG) 

proposed in, where neighbouring bits of the test 

vectors are assigned identical values in most test 

vectors. A simple and fast procedure to compact 

scan vectors as much as possible without 

exceeding power dissipation was proposed in. 

All the previous scan-based BIST methods 

introduce test area overhead and/or further 

performance degradation when compared to scan 
DFT methodology. 

 

A different technique  based on test vector and 

scan cell ordering minimises power dissipation 

in full scan sequential circuits without any 

overhead in test area or performance degradation 

as shown in Figure 25. The input sequence at the 

primary and pseudo inputs of the CUT while 

shifting out test response in the case of standard 
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Figure 26: Power minimisation in scan sequential circuits using extra primary input 

vectors for each clock cycle of the scan cycle of every test pattern presented 

 
 

 

scan design (Figure 3 ) is significantly modified when reordering scan 

cells S  and S 

m 2 

and test vectors V = Di+ 1 Di+ 1 : : :Di+ 1Si+ 1  Si+ 1  : : :Si+ 1 and V = 

  m 1      
i+ 
1 p 1 p 2 0m 1 m 2 0 i 

Di Di : : :Di 
Si Si : : :Si . The new sequence obtained after reordering will lead to 

p 1 p 2 0  m 1 m 2 0      

lower switching activity and hence lower power dissipation due to higher correlation between consecutive 

patterns at the primary and pseudo inputs of the CUT. Further benefit of the post-ATPG technique 

proposed in that minimisation of power dissipation during test application is achieved without any 

decrease in fault coverage and/or increase in test application time. The technique is test set dependent 

which means that power minimisation depends on the size and the value of the test vectors in the test set. 

Due to its test set dependence, the technique proposed in is computationally infeasible due to large 

computational time required to explore the large design space. 

 

A different approach to achieve power savings is the use of extra primary input vectors, which leads to 

supplementary volume of test data. The technique pro-posed in exploits the redundant information that 

occurs during scan shifting to minimise switching activity in the CUT as shown in Figure26 While 

shifting out the 

pseudo output part of the test response Y 
i 

Y 
i 

: : :Y 
i
  during the clock cycles t: : :t 

m 1 
m 1 m 2 0 

the value of the primary inputs is redundant.  Therefore this redundant information can 
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Figure 26: Power minimisation in scan sequential circuits using only a single extra 

primary input vector for all the clock cycles of the scan cycle of every test pattern  

 
 

be exploited by computing an extra primary input vector X k X k : : :X k for each clock 

p 1 p 2 0 

 

cycle t + k, with k = 0: : :m 1, of the scan cycle t: : :tm 1of every test pattern Vi = 

Di Di : : :Di Si Si : : :Si . However, despite achieving considerable power savings 

p 1 p 2 0 m 1 m 2 0 

 

The technique requires large test application time which is related to a long computational time, and a 

large volume of test data. The volume of test data is reduced in [88] where a D-algorithm like ATPG [2] 

is developed to generate a single control vector to mask the circuit activity while shifting out the test 

responses. Unlike the technique proposed in [189] based on a large number of extra primary input vectors, 

the solution presented in 

employs a single extra primary input vector Ei  Ei : : :Ei  for all the clock cycles 

 p 1 p 2 0    

of the scan cycle of every test pattern Vi = Di Di : : :Di Si Si : : :Si (Figure 14). 

p 1 p 2 0 m 1 m 2 0  

The input control technique proposed in  can further be combined with previously proposed scan cell and 

test vector ordering  to achieve, however, modest savings in power dissipation despite a substantial 

reduction in volume of test data when compared. However, both approaches based on extra primary input 

vectors require high computational time and hence are infeasible for large sequential circuits. Despite 

their efficiency for minimising power dissipation in scan sequential circuits, the previous approaches trade 

off one test parameter at the benefit of another test parameter of the scan based DFT method described 
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Figure 27: Power profile and power annotated test compatibility graph for power con-strained 

test scheduling 

 
Therefore new techniques are required for small 

to medium sized and large scan sequential 

circuits. These problems are addressed and 

solved using the new techniques proposed. 

 

 
Problem (ii ): The motivation for considering 

testability at the register-transfer level and the 

representative previous work is presented. This 

paragraph overviews only the relevant previous 

approaches for minimising power dissipation 

during test application in RTL data paths. 
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To overcome the problem of high power 

dissipation during test application at RTL 

motivated by Example 2, numerous power-

constrained test scheduling algorithms were 

proposed under a BIST environment. [25] The 
approach in schedules the tests under power 

constraints by grouping and ordering based on 

floor plan information. A further exploration in 

the solution space of the scheduling problem is 

provided in where a resource allocation graph 

formulation (Figure 27(a) from Sect) for the test 

scheduling problem is given and tests are 

scheduled concurrently without exceeding their 

power constraint during test application. To 

simplify the scheduling problem the worst case 

power dissipation (maximum instantaneous 

power dissipation) is used to characterise the 
power constraint of each test as shown in Figure 

27(a). The test compatibility graph introduced in 

Figure 1.8(b) is annotated with power and test 

application time information as shown in Figure 

27(b). The power rating P(ti) characterised by 
maximum power dissipation (Figure 27(a)) and 

test application time l(ti) are used for scheduling 
unequal length tests under a power constraint. To 

overcome the identification of all the cliques in a 

graph and the covering table minimisation 

problem applied in, which are well known NP-

hard problems, the solutions proposed in use list 

scheduling, left edge algorithm and a tree 

growing technique as an heuristic for the block 

test scheduling problem. Power constrained test 
scheduling is extended to system on a chip. A 

test infrastructure and power constrained test 

scheduling algorithms for a scan-based 

architecture are presented. 

 

All the previous approaches for power 

constrained test scheduling have assumed a fixed 

amount of power dissipation associated with 

each test. This is an optimistic assumption which 

is not valid when employing BIST for RTL data 

paths designed for low power due to useless 

power dissipation introduced. This problem is 
ad-dressed and solved using the new techniques 

proposed. 

 

Summary: This chapter motivated the need for 

low power testing in order to maintain high 

circuit yield and reliability. A review of the 

sources of higher power dissipation during test 

application when compared to the functional 

operation was presented. Recently proposed low 

power testing techniques at logic level and 

register-transfer level of abstraction were 
overviewed. 
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