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________________________________________________________________________________________________________  

Abstract: Recently, computer speech recognition is used to solve problems and any plan based task, predictable features of the user's behaviour 
may be inferred and used to aid the recognition of the speech input. The MINDS system generates expectations of what will be said next and 

uses them to assist speech recognition. Since a user does not always conform to system expectations, MINDS handles violated expectations. We 
use a common knowledge to enable the speech system to give priority to recognizing what a user is most likely to say. Each time the words 

spoken by speaker will display in the computer which is generated by the speech recognizer. In it words correction system has been 

implemented. With the help of words correction system, speaker can correct the word manually through keyboard, if the word produced by the 

voice recogniser is not similar as the speaker dictates to the computer. The word correction system is used to correct misrecognised words. This 

system will bring cent percent accuracy in voice recognition system. 
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I. INTRO DUCTION  

Speech recognition, the ability to identify spoken words, and 

speaker recognition, the ab ility to identify who is saying them, 

become commonplace applications of speech processing 

technology. Limited forms of speech recognition are available 

on personal workstations. Recently there is much interest in 

speech recognition. The performance is improving  and Speech 

recognition has already became useful for many applications, 

such as telephone voice-response systems for selecting 

services or informat ion, digit recognition for cellu lar phones, 

and data entry while walking around a railway  yard or 

clambering over a jet engine during an inspection. 

Nonetheless, comfortable and natural communication in a 

general setting (no constraints on what you can say and how 

you say it) is beyond us for now, posing a problem too 

difficult  to solve [1]. Fortunately, we can simplify  the problem 

to allow the creation of applications for word correction 

system. Voice recognition is related to work on speech 

recognition. Instead of determining who said it, you determine 

what was said. The work of determin ing what was said by a 

speaker is called word recognition. The most general form of 

word recognition is still not very accurate for all voice 

recognition systems. 

populations, but if you constrain the words spoken by the 

user (text-dependent) and do not allow the speech quality to 

vary too wildly, then it  too can be done on a workstation Early  

attempts to design systems for automatic speech recognition 

were mostly guided by the theory of acoustic-phonetics, which 

tells the elements of speech and how they are realized to form 

a spoken language. In 1952, Davis et al. of Bell Laboratories 

built a model for isolated digit recognition for a single speaker, 

using the spectral resonances during vowel reg ions of each 

digit. In 1956, Olson and Belar of RCA Laboratories tried  to 

recognize ten syllables of a single speaker. At MIT Lincoln  

Laboratory, Forge and Forge built a speaker-independent ten-

vowel recognizer in 1959. They used time-vary ing estimates 

of the vocal tract resonance. Later, in the 1960s, with emphasis 

on building a special hardware, several Japanese laboratories 

also demonstrated their progress. Most notable among them 

were the vowel recognizer of Suzuki and Nakata of the Radio  

Research Lab in Tokyo, the phoneme recognizer of Sakai and 

Doshita of Kyoto University (noting the use of a speech 

segmenter to allow analysis and recognition of speech in 

different portions of the signal), and the digit recognizer of 

NEC Laboratories. One significant remark to be made is the 

year 1959 when Fry  and Denes, at University College in  

England, attempted a phoneme recognizer to recognize four 

vowels and nine consonants. They incorporated statistical 

informat ion about allowable phoneme sequences in English to 

enhance the overall phoneme recognition accuracy for words 

consisting of two or more phonemes  [2]. This may marked  the 

first use of statistical syntax in  automatic speech recognition. 

The work of Martin‟s team at RCA Laboratories and that of 

Vintsyuk in the Soviet Union in the 1960s have particularly  

important implications on the research and development of 

automatic speech recognition. Martin recognized the need to 

deal with the non unifo rmity of t ime -scale in speech events 

and suggested realistic solutions, including detection of 

utterance endpoints, which great ly enhanced the reliability of 

the recognizer performance. Vintsyuk proposed the use of 

dynamic programming for t ime-alignment between two 

utterances in order to derive a meaningful matching score. 

Although his work was largely unknown to the West then, it 

appears to have preceded that of Sakoe and Chiba, as well as 

others who proposed more formal methods in speech pattern 

matching, generally known as dynamic time warping. Since 

the late 1970s, dynamic programming, in numerous variant 

forms, has become an indispensable technique in  the pattern-

matching approach to automatic speech recognition. 
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Fig. 1.  Extracting information from speech to find accurate word 

 

 

II. HIS TORY & UNDERS TANDING OF SPEECH 

RECOGNITION 

The Spoken language processing encompasses a broad range 

of technical challenges, including recognition of words and 

phrases in the speech signal, ext raction of keywords or key  

phrases in the utterance, and understanding of the spoken 

utterance for the machine to take act ions. Conversation 

between people can take many different forms, many of which  

may be beyond the scope of the current scientific interest. For 

example, a casual conversation between two people can drift  

over an unbounded domain with no end result anticipated. We 

will not address this category of scenarios  [4]. We will, 

however, assume that the common goal in speech recognition 

and understanding is to identify an important message, out of a 

fin ite set of possibilit ies, conveyed in the spoken utterance. 

A. Fundamentals of Linguistics and Acoustic-Phonetics 

Your Most of the classical speech-recognition research was 

based on the identificat ion paradigm as discussed above. It 

requires extensive understanding of the properties of the object 

(i.e ., the speech sound). It, thus, depends on and makes use of, 

almost exclusively, the acoustic-phonetic theory, which aims 

at building a framework for understanding speech by a human 

[5]. 

Phoneticians and linguists decompose a spoken language 

into elements of linguistically distinctive sounds —the 

phonemes. The number of phonemes in a language is often a 

matter of judgment and is not invariant to different linguists. 

Phonemes are determined and taxonomically classified 

according to their corresponding articulator configurations. 

For example, a vowel is produced by exciting a vocal tract of 

an essentially fixed shape with quasi-periodic pulses of air, 

caused by the vibration of the vocal cords. Front vowels (/i/, 

/I/, /e/, and /E/) are vowels produced with a tongue hump in 

the front portion of the vocal tract. Other phoneme categories 

include diphthongs, semivowels, nasals, stops, fricatives, 

affricates, and whisper. As in many  classical studies, the 

taxonomy was established for a systematic investigation of the 

properties of the “element” of speech sounds. Such properties 

of sounds are often referred to as acoustic-phonetic features 

[6]. An alternative way to classify the phonemes is to use the 

broad phonetic class according to key acoustic-phonetic 

feature dimensions. 

B. Factors Affecting Speech Recognition 

Modern speech recognition research began in the late 1950s 

with the advent of the dig ital computer. Combined with tools 

to capture and analyze speech, such as analog-to-digital 

converters and sound spectrograms, the computer allowed 

researchers to search for ways to extract features from speech 

that allow discrimination between d ifferent words. The 1960s 

saw advances in the automatic segmentation of speech into 

units of linguistic relevance (such as phonemes, syllables, and 

words) and on new pattern-matching classification algorithms. 

By the 1970s, a number of important techniques essential to 

today‟s state-of-the-art speech recognition systems had 

emerged, spurred on in part by the Defence Advanced 

Research Pro jects Agency speech recognition project. These 

techniques have now been refined to the point where very h igh 

recognition rates are possible, and commercial systems are 

available at reasonable prices. 

C. Statistical Pattern Recognition Formulation- Data-

Driven Approach 

The formulation of statistical pattern recognition has its root in  

Bayes‟ decision theory [8]. Let X be a random observation 

from an information source, consisting of M classes of event. 

A classifier‟s job is to correct ly classify each X into one of the 

M classes. (Here, we use the terms classifier and recognizer 

interchangeably because we have defined the problem as 

identifying an unknown observation as one of M classes of 

event.) We denote these classes by Ci, i=1,2,…,M. Let  

P(X,Ci) be the joint probability distribution of X and Ci, a  

quantity that is assumed to be known to the designer of the 

classifier. In other words, the designer has full knowledge of 

the random nature of the source.  

 
          To  measure the performance of the classifier, we further 

define for every class pair (i, j) a cost or loss function eij , 

which signifies the cost of classifying (or recognizing) a class i 

observation into a class j event [9]. The loss function is 

generally nonnegative, with eij=0 representing a correct 

classification. 

III. TECHNOLOGY COMPONENTS  OF NORMAL 

SPEECH RECOGNITION & UNDERS TANDING 

Before any machine can interpret speech, a microphone must 

translate the vibrations of a person‟s voice into a wavelike 

electrical signal. This signal in turn is converted by the 

system‟s hardware for instance, a computer‟s sound card, into 

a digital signal. It  is the d igital signal that a speech recognition 

program analyzes in order to recognize separate phonemes, the 

basic building blocks of speech. The phonemes are then 

recombined into words. However, many words sound alike, 

and, in order to select the appropriate word, the program must 

rely on the context. All Most computer systems for speech 

recognition include the    following five components. 

 
 

Fig. 2.  Components of a normal speech recognition system 
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This usually consists of a microphone and associated analog-

to-digital converter, which digitally encodes the raw speech 

wave form. 

The DSP module performs endpoint (word boundary) 

detection to separate speech from non speech, converts the raw 

waveform into a frequency domain representation, and 

performs further windowing, scaling, filtering, and data 

compression. The goal is to enhance and retain only those 

components of the spectral representation that are useful for 

recognition purposes, thereby reducing the amount of 

informat ion that the pattern-matching algorithm must contend 

with. A set of these speech parameters for one interval o f t ime 

(usually 10-30 milliseconds) is called a speech frame.  

              Here, the preprocessed speech is buffered for the 

recognition algorithm. Stored reference patterns can be 

matched against the user‟s speech sample once it has been 

preprocessed by the DSP module. Th is informat ion is stored as 

a set of speech templates or as generative speech models. The 

algorithm must compute a measure of goodness -of-fit  between 

the preprocessed signal from the user‟s speech and all the 

stored templates or speech models. A selection process 

chooses the template or model (possibly more than one) with 

the best match. 

IV. PERSONALIZING THR WORD CORRECTION 

SYSTEM 

In this paper, our concept will help to increase the accuracy of 

the voice recognition System. In the words correction system 
speaker can correct the word manually through keyboard, if the word 

produced by the voice recogniser is not similar as the speaker dictates 

to the computer. The word correction system is used to correct 

misrecognised words. The accurate correction of misrecognised 

words is the key to improve the user's voice-recognition 

experience. Here, simply editing misrecognised text will 

improve recognition accuracy.  

V. CONCLUS ION 

We are using word correction system to find  the word  

misrecognized by the voice recognition system and it will 

increase the accuracy of voice recognition system. Besides, we 

are giving option to correct misrecognised words produced by 

the speech recognizer. For example, if a word „misguide‟ is 

initially transcribed as „Miss guide‟, the word „Miss guide‟can 

be corrected by the speaker.  
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