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Abstract- Accurate Load Forecasting of electricity demand is vital for any power utility to reduce losses and to increase 

efficiency. This is vital  for implementation of Smart Grid across the country as Load Forecasting helps to provide  reliable and 

quality power supply to the consumer.  In this paper we shall compare some of the existing methods  that are used for load 

forecasting and compare the performance of each of those methods using the RMS E value to measure the performance. The 

method with the least RMS E value performs better having reliable level of accuracy. We have considered the holidays and 

temperature of the area information also in our work as it greatly influences the load consumption pattern among the 

consumers.  
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I. INTRODUCTION 

The Smart Grid [1] refers to the digitized electrical grid which 

uses state-of-the-art technology for connecting the utilit ies 

with the customers for delivering reliab le and adequate and 

quality power supply. The Smart Grid also involves 

integration of renewable energy sources to meet the demand 

of various regions by supporting micro-grids which act as 

mini electricity generation centres . The figure 1 shows some 

of the features of Smart Grid. Load Forecasting descriptions of 

each category. Load forecasting techniques are classified into 

nine categories. In subsequent sections, one section is devoted 

to each category, where a brief description is given of the 

technique and a literature review offers a representative 

selection of principal publications in the given category. 

Arranged in roughly chronological order, the nine categories 

of load forecasting techniques to be discussed are: - multip le 

regression; exponential smoothing; Iterative reweighted least -

squares; adaptive load forecasting; stochastic time series; 

ARMAX models based on genetic algorithms;. Fuzzy logic; 

Load Forecasting [2] is an important and crucial process in the 

planning and operations of the power utilities. The power 

utilit ies have to understand the various factors such as 

customer types, geographic location among other factors for 

generation and distribution of the electricity without incurring 

losses. It is well known that the electricity cannot be stored in 

vast quantities and as and when the electricity is generated it 

should be consumed. Hence accurate predictions or 

forecasting of demand is necessary for efficient running of the 

power utilit ies. Load Forecasting has been broadly categorized 

into three types as Short Term, Medium Term and Long Term 

forecasting. The Short and Medium term forecasting is for 

durations ranging from one day to one week respectively 

whereas the long term forecasting usually ranges for more 

than a year. Many researchers have studied the problem of 

electric load forecasting but have not been able to come to an 

agreement on a single method of accurate forecasting that can 

be used for all the regions of the world. Th is is because the 

customer consumption, temperature among the various other 

factors that affect the forecasting varies from one region to 

another. 

 

Figure 1 shows an Overview of Smart Grid Arch itecture  
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II. LITERATURE REVIEW 

The electric load forecasting method has many methods, 

however for the present study we shall consider the following 

machine learning methods:- 

a. Regression [3]: Regression is a statistical method where 

one value is said to be dependent on another value. The 

dependant value is usually known as the dependant variable 

while the other variable is known as the independent variable. 

In this model an equation is built which can be used to predict 

the future values as and when required. The equation clearly 

differentiates the dependant from the independent variables.  

 Y = a + bX --------------------------------                  (1)  

From Eq. (1), we can see that „Y‟ is the dependant variable 

while „X‟ is the independent variable which along with the 

constants „a‟ and „b‟ which are defined as the intercept value 

(intercept is the value of y when the value of x is zero) and the 

slope respectively.  

b. Exponential smoothing [4]: Exponential s moothing is one 

of the commonly used methods for load forecasting. This  was 

the first approach to build a model based on previous data, 

then to use the built model to make load forecasting. This is 

also one of the prediction models used for analysis purposes. 

The formula can be shown as equation (2)    

𝑌 n = 𝑌 n−1+ 𝛼 (Xn−1 − 𝑌 n−1   ----------------------    (2) 

Where 𝑌 n is the forecasted value, 𝑌 n−1 is previous forecast, 

𝛼 𝑖𝑠 known as the smoothing constant (α≥0 but α≤1), X𝑡−1 

is value of actual demand of the preceding period.   

c. Simple Moving Average (S MA)[5]: SMA is the most 

basic method of the moving averages . A simple moving 

average (SMA) calculated by finding the average value of an 

attribute over a set number of periods. A 5-day simple moving 

average is the five day sum of closing prices divided by five. 

A moving average is an average that is calculated on the go. 

Old data is discarded as new data becomes ready and available 

for analysis. The formula can be shown as equation (3) 

M (t) = A (t ) +A (t-1) +A (t-2)….A (t-N+1) / N ------    (3) 

Here M is the Moving Average value and A (t) up to A (t -

N+1) gives the values of the previous time period values. 

 

d. Decomposition Method [6]: Decomposition method is a 

very generic term that is used for finding the solutions for 

various problems. Here the idea is to decompose the problem 

into many sub problems and solve it. It is an effective method 

for the analytical solution for a variety of systems without 

linearized behaviour. The formula can be shown as equation 

(4) 

X a = U𝑇a𝑆a𝐶aQa        -------------------------------------       (4) 

Here in the above equation (4) the value of Q denotes the 

random error. 

III. METHODOLOGY 

The historical dataset from 2006-2009 is analysed using the 

Machine Learning Tool Weka 3.6.11[9] software for each of 

the methods and performance measure is recorded to be 

identified using the software. The root mean square error 

(RMSE) value is used as the benchmark fo r comparing the 

performance of the model built using the machine learning 

tool. For efficient and accurate values, we perform 10-fold 

cross validation for the analysis. The dataset is first prepared 

in the excel sheet form and then converted into the CSV 

variant and then fed into the exp lorer tab of the Weka software 

for analysis. For the purpose of evaluating the performance for 

the given dataset, the value of RMSE is taken into 

consideration. The Root Mean Square Error (RMS E) (also 

called the root mean square deviation, RMSD) is a frequently 

used measure of the difference between values predicted by a 

model and the values actually observed from the environment 

that is being modelled. These individual d ifferences are also 

called residuals, and the RMSE serves to aggregate them into 

a single measure of predictive power. 

IV.ANALYS IS AND COMPARISON 

 

The whole dataset was first made into comma separated 

(CSV) file format and fed into the machine learning tool 

Weka. After this process we selected the variables that were 

required for analysis using the select feature. This gives out a 

graphical output showing each variable with its data like 

number of distinct values and so on. This leads us further to 

select a method for comparison where we choose and apply a 

selected method with 10% cross-validation. After the analysis 

we tabulated the results by having RMSE values mapped with 

the data mining technique against which it was obtained. This 

is plotted against each other to visually compare the 

performance of each method. This is one of the metric used 

for performance analysis in load forecasting problems to 

compare the accuracy of the considered model along with 

MAPE (Mean Absolute Percentage Error) The formula RMSE 

is the Square root of Mean Square Error and is given below.  
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The smaller the Root Mean Square Error indicates a better 

performance for the given dataset. The below table shows the 

Table 1 shows the Performance Record  
Performance 

Record 
RMSE 

Name of the 

Classifier 

15,000 

Instances 

30,000 

Instances 

45,000 

Instances 

60,000 

Instances 

Linear 

Regression 

200.423 1136.119 1446.311 1593.222 

LeastMedSq 189.564 1198.114 1226.318 13492.295 

MultiLayer 
Perceptron 

178.216 1058.173 1020.815 1037.859 

Decision 
Stump 

202.564 1058.173 1226.815 1242.859 
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performance of each of the method and the method giving out 

the least RMSE values has the higher accurate performance 

compared to rest of the methods. 

We have taken different number of instance values for 

analysis. 

The same was then plotted using a line graph using the 

graphical tool. The X-axis is the RMSE values and the Y-axis 

is the number of instance values of the historical dataset used 

for the analysis. As the number of instances values increases 

we can see that there is gradual change in the RMSE values 

also and hence we can see that the mult i-layer perceptron can 

be used has the lower RMSE value indicating better 

performance than the rest of the methods used for the analysis. 

The mean square error value is calculated using the formula as 

given in the equation (5) shown above and hence is better 

performance indicator fo r the judging the results. The load on 

the system is considered main here for forecasting and this can 

be used for the electricity price forecasting also. This can also 

be used to better understand and prevent losses for a power 

utility and increase efficiency in its operation. 

 

Figure 2 shows the graphical analysis of performance 

comparison 

V. CONCLUS ION 

The performance of each of the method was analysed and 

tabulated along with the RMSE values obtained against each 

of these and it can be seen that the Multi-Layer Perceptron 

which is a type of the Artificial Neural Network has better 

performance against other methods. So we can conclude that 

this method is most suitable for performing load forecasting in 

the smart grid environment as this  method is also scalable 

considering the huge data influx from the smart meters in the 

smart grid. This method works for any number of instances 

which are meter reading data and hence can be applied to big 

geographical areas also. 
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