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Abstract:  Our main work in this study is to make a detailed discussion on the multi-criteria decision making with incomplete 
information systems. At first, an algorithm is constructed to retrieve the missing criteria values by taking into account the local 

similarity as well as global similarity of each two alternatives.  Then, in view of different evaluation information representation, 

we establish different making methods for the corresponding completed information system. By transforming interval-valued 
information into intuitionistic fuzzy number, the cosine similarity measure based method is introduced to the decision making 

problem with interval-valued evaluation information. Moreover, the aggregation operator based method is established for set-

valued information. Especially, we propose a novel decision making approach for the hybrid evaluation information from 

viewpoint of rough set theory. The validity of these decision making methods are demonstrated by corresponding synthetic 

examples.  
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I. INTRODUCTION 

Because of the diversity of the practical problem, how 

to make scientific behaviors has become a cardinal task for 

practitioners. Scholars have never given up the pursuit of 

making an ideal decision from theoretic aspects. However, 

as Herbert Simon pointed out, “most people are only partly 

rational, and are in fact emotional or irrational in the re-

maining part of their actions”. Ideal solution is extremely 

intuitive when considering single criterion problems, since 
we only need to choose the alternative with the highest 

preference rating. To make a balance among criteria when 

there are more than two criteria been taking into account, 

the trade-off approaches usually are favored by many prac-

titioners. This leads to the emergency of multi-criteria 

decision-making.  In view of its potential advantages, this 

trade-off method has been combined with many theories, as 

fuzzy set and intuitionistic fuzzy set [1, 2], gray theory [3], 

entropy theory[4], rough sets[5,6] et al. In addition, multi-

criteria decision-making has found its application areas in 

layout [7, 8], management [9, 10], and so on. 

For a practical decision making problem, the number of 

alternatives is usually finite, the same to that of criteria. 

Therefore, the evaluation information of multi-criteria deci-

sion-making can be expressed by a matrix. In practical 

decision making process, the acquisition of information 

always shows some uncertainty. Hence, many scholars dis-

cussed the multi-criteria decision making problem from 
various viewpoints. Such as Chen and Yang [11], Xu and 

Xia [12] discussed the multi-criteria decision making prob-

lems with intuitionistic fuzzy information (See [13] for 

theory of intuitionistic fuzzy sets). Ye [14], Park et al. [15] 

and Chen et al. [16] made a careful discussion on interval-

valued intuitionistic fuzzy information for multi-criteria 

decision-making (See [17] for interval-valued intuitionistic 

fuzzy set theory).  He et al. [18] and Wei et al. [19] studied 

multi-criteria decision making with triangular fuzzy num-

ber evaluation information. Chen and Li [20] extended the 

evaluation information from triangular fuzzy number to 

triangular intuitionistic fuzzy number for multi-criteria de-
cision-making. Ye [4] investigated it from viewpoint of 

trapezoidal fuzzy number.  

On the other hand, the approach to deal with multi-

criteria decision-making is also an interesting thing for 

many practitioners.  As is known to everyone, the approach 
“Technique for Order Preferences by Similarity to an Ideal 

Solution” (TOPSIS, for short) proposed by Hwang and 

Yoon [21], has won its successful applications [15, 22, 23]. 

Another important trade-off method used widely by many 

decision makers is aggregation operators. The essence of it 

is to calculate the whole performance score of each object.  

Because there is no need to determine the ideal solution, it 

has been widely applied to multi-criteria decision making 
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problems under various environments [19, 20, 24, 25]. To 

select the most desirable alternative, other techniques, such 

as graphic method [26, 27], mathematical programming 

[28], entropy theory [29], gray relation [30], etc., have en-

countered their ideal place. 

Obviously, all aforementioned issue is established on 
the hypothesis that the data information is known. Though 

this can be guaranteed by modern means of storing data, 

data losing is unavoidable.  Once some data information is 

missing, the decision result would be more uncertain.  

Hence, in this study our main work is to make a detailed 

discussion on the multi-criteria decision making with in-

complete information system. To recover the missing 

criteria values, in following section we at first need to cal-

culate the local similarity of each two alternatives. Since 

the evaluation information is interval-valued or set-valued, 

the methods of certain similarity calculation are construct-
ed.  After that, the global similarity of each two alternatives 

can be determined with the pre-assumption that the weights 

of criteria are completely known. On these bases, one can 

get the similar class of any alternative with missing criteria 

values. From now on, the missing criteria values can be 

retrieved efficiently. For the completed information system 

with interval-valued evaluation information, the extended 

TOPSIS method is proposed by changing interval-valued 

values into intuitionistic fuzzy values. By regarding the 

unified set-valued values as hesitant fuzzy set the aggrega-

tion operators is applied to help decision makers select the 

most desirable alternative. What is more, at the end of this 
study, we establish a rough set approach to multi-criteria 

decision making with incomplete hybrid evaluation infor-

mation where the evaluation information is interval-valued 

and set-valued. 

The remainder of this paper is organized as follows. In 
Section 2 we make a detailed description of the procedure 

for retrieving missing criteria values. In Section 3 we focus 

on the incomplete multi-criteria decision making problems 

with single representation, i.e., interval-valued and or set-

valued evaluation information. In Section 4, for the incom-

plete multi-criteria decision making problems with hybrid 

evaluation information, rough set approach is applied to 

help the decision makers select the most desirable alterna-

tive. Finally, we conclude this paper in Section 5. 

II. INCOMPLE DATABASE AND ITS 

COMPLETION  

In this section, we make a recall of information system 

and then propose an approach to discover the missing data 

for incomplete information system. 

Mathematically speaking, an information system is a 

pair ( , )IS U AT , where 1 1}{ m
iU x   is a non-empty finite 

set of objects called universe, 1}{ n
i iAT c   is a finite set of 

criteria, such that :j jc U V  for any jc AT , where jV  

is called  domain of  criterion jc . 

If there exist at least one object with respect to some 

criteria, take ix  and jc  for example, such that ( )j ic x  is 

unknown, then we call the information system ( ,IS U  

)AT is incomplete, otherwise it is complete [31]. In other 

words, for the complete information system, all the objects 

have known criteria values, but there exist some missing 

values in an incomplete information system. 

In what follows we introduce the detailed procedure 

for retrieving missing criteria values about incomplete in-

formation systems. Given that information system IS 
 

( , )U AT is an incomplete information system m  objects 

and n  criteria, then the unknown criteria values can be 

retrieved by following algorithm. 

Algorithm 1:   

Completion of the incomplete information system 

1. Calculate  , ( )i i j j iOSU x x U c A c x       

where “ ” represents the missing value. 

2. Calculate the weights of criteria by some trick, and 

denoted by  = , ,...,1 2 n     with 1i   . 

3. Calculate local similarity of 
ix and jx : (1) If ( )p ic x  

and ( )p jc x is rear number, then ( , ) 1ps i j   for i j  

and   

( ) ( )

1 ( )

( )

( , ) 0.5   

( ) ( )

0 ( )

( )

p i p j

p i

p j

p

p i p j

p i

p j

c x c x

if c x

c x

s i j if others

c x c x

if c x

c x

  
    


  

   
  

    
    

 

for i j . (2)  ( )p ic x  is interval-valued or set-valued 

for any ix U , then 

 ( )
1

( )

( ) 0.5
| ( ) ( ) | ( )

( )| ( ) ( ) |

p i

p j

p i

p i p j p i

p j
p i p j

c x
if

c x

s x if others
c x c x c x

if
c xc x c x

  
    

  
  

    

 

4. Calculate global similarity of  ix and jx by equation  

( , ) ( , )
1

n
S i j s i jp pA p

 


. 

5. Construct the similarity class of some objects ix  with 

missing information by  ( ) ( , )jC x x x x Ti i j  , 

where  ( , ) ( , )i j AT x x S i j  …  and  is the threshold 

value. 

6. For some ( )p ic x   , at first we compute  
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( ) { ( ) ( ) ( ) }p i p it it i p itC x c x x C x c x    ∣ . 

Then replace ( )p ic x by [min ( ), max ( )]p i p iC x C x  if 

( )p ic x  is a rear number and ( ) ( )p i p it
t

a x c x  if 

( )p ic x  is interval-valued or set-valued. 

In what follows, in order to demonstrate the above 
proposed unknown information retrieval method, we con-

sider an incomplete information system with five objects 

and seven criteria. 

 

Example 2.1 Table 1 is an incomplete information 

system, where the members of 3V  and 4V  is interval-valued 

and the members of 5V  and 6V  is set-valued.  

Table 1: an incomplete information system 

 c1 c2 c3 c4 c5 c6 

x1 3 2 * * 1,3 3 

x2 2 * [0, 1.5] [0.5, 1] 1,2 * 

x3 1 2 * [1.5, 2] 1,2,3 * 

x4 * 0 [1, 2] * 1,2 2,3 

x5 2 1 [0.5,1.5] [0.3,1.8] 3 1,2 

 

Obviously, we have that 1 2 3 4{ , , , }OSU x x x x . What 

is more, suppose that the weight of criterion pa is 1/ 6p    

for 1,2, ,6p  .By computing we have that for criterion 1c ,   

 

1

1 0 0 0.5 0

0 1 0 0.5 1

0 0 1 0.5 0

0.5 0.5 0.5 1 0.5

0 1 0 0.5 1

s

 
 
 
 
 
 
 
 

 

 

Analogous, we can obtain 32 6, , ,s s s .What is more, the 

global similarity is  

 

1 0.3889 0.6111 0.3056 0.6667

0.3889 1 0.4444 0.5417 0.5000

0.6111 0.4444 1 0.4444 0.1944

0.3056 0.5417 0.4444 1 0.2778

0.6667 0.5000 0.1944 0.2778 1

AS

 
 
 
 
 
 
 
 

 

If we take 0.4  , then   

1 1 3 5 2 2 3 4 5

3 1 2 3 4 4 2 3 4

( ) { , , } ( ) { , , , }

( ) { , , , } ( ) { , , }

C x x x x C x x x x x

C x x x x x C x x x x

  

  
 

Therefore,  the completion of the incomplete information 

system showed in Table 1 can be expressed as follows. 

Table 2: the completion of  incomplete information system 

 c1 c2 c3 c4 c5 c6 

x1 3 2 [0.5,1.5] [0.3,2] 1,3 3 

x2 2 [0,2] [0, 1.5] [0.5,1] 1,2 1,2,3 

x3 1 2 [0,2] [1.5,2] 1,2,3 2,3 

x4 [1,2] 0 [1,2] [0.5,2] 1,2 2,3 

x5 2 1 [0.5,1.5] [0.3,1.8] 3 1,2 

III. DECISION APPROACHES TO INCOMPLE  

INFORMATION SYSTEMS WITH SINGLE 

EVALUATION INFORMATION  

Because of the uncertainty of knowledge acquisition, 

the evaluation information of alternatives under different 
criterion usually have different expression format. For ex-

ample, the evaluation information under one criterion may 

be interval-valued, while it is set-valued for another criteri-

on.  Here we make a detailed discussion on the multi-

criteria decision making problems with single evaluation 

information representation. 

A.  Interval-valued evaluation information 

In this subsection, we pay our attention to the interval-

valued evaluation information for multi-criteria decision 

making problem. First, we construct the detailed procedure 

for multi-criteria decision making with incomplete data 

where the evaluation information is interval-valued. 

 Given that for an incomplete information system with 

m  objects and n  criteria, the evaluation information ije  

for 1,2,i   ,m and 1,2, ,j n  is an interval-valued. 

That is to say,  [ , ]l r
ij ij ije e e   with condition 0r l

ij ije e  .  

Here, ije is equal to ( )j ic x .Then we construct the detailed 

procedure for decision making as follows. 

Algorithm 2:  

Approach to multi-criteria decision making with in-

complete interval data 

1. Complete the incomplete information system by Al-

gorithm 1.  

2. In general, [ , ]l r
ij ij ije e e  is not necessary located in 

unity interval [0, 1]. To make a comparing with the 

ideal solution described follows by means of weighted 

cosine similarity measure, in this study we replace ije  

by [ , ]l r
ij ij ije e e  ,   where   

max

l
ijl

ij r
ij

i

e
e

e
  and  

max

r
ijr

ij r
ij

i

e
e

e
 . 

3. Let  ( ,1 )l r
ij ij ije e e   for 1,2, ,i m , 1,2, ,j n . 

Notice that Bustince and Burillo [32] have proved that 

intuitionistic fuzzy sets, to some degree, are interval-
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valued fuzzy sets. So, the ideal solution is expressed 

by intuitionistic fuzzy sets. 

4. Determine the ideal solution:  
* * * *

1 2( , , , )nide ide ide ide  

where *
jide  is the ideal point under jc  for 1,2, ,j 

 

n .If jc  is benefit, then * (1,0)jide  ,and * (0,1)jide  if  

jc  is cost. 

5. Compute the distance between ix  and ideal solution 

*ide  by equation *

1

( , ) ,

n

s i j j

j

C x ide 


  where 

2 2 2( ) ( ) (1 )

l
ij

j
l r r l
ij ij ij ij

e

e e e e
 

   
 

if jc   is a benefit criterion and 

2 2 2( ) ( ) (1 )

r
ij

j
l r r l
ij ij ij ij

e

e e e e
 

   
 

if jc   is a cost criterion. 

6. Rank *( , )s iC x ide  for 1,2, ,i m . 

With aforementioned steps, the decision makers can 
select the most desirable alternative successfully.   

B.  Set-valued evaluation information 

What follows is the procedure for multi-criteria deci-

sion making with incomplete data where the evaluation 

information is set-valued. For an incomplete information 

system with m  alternatives and n  criteria, let ije  for 1,i   

2, ,m  and 1,2, ,j n  be set-valued, i.e., 1 2{ , ,ij ij ije e e  

, }ij

ije


, where ij  is the number of possible members of 

ije . Following is the detailed procedure. 

Algorithm 3:  

Approach to multi-criteria decision making with in-
complete set-valued data 

1. Complete the incomplete information system by Al-

gorithm 1. 

2. Here we suppose that  *
ije   for 1,2, ,i m  and j   

1,2, ,n  is real number, then replace *
ije  by *

îje , 

where

*

*ˆ
max

ij

ij
ij

j

e
e

e
 . 

3. Aggregating evaluation information of ix  under all 

criteria by equation 

1
1

ˆ( ) 1 (1 ) j

nn

i j j ij
j

j

E x e


 




 
 

    
  
 ∣

 
Notice that the normalized domain 1 2

ˆ ˆ{ , , ,j j jV e e  

ˆ }mje can be regarded as the collection of fuzzy sets îje  

for 1,2, ,i m , in which case îje  is equal to the 

hesitation fuzzy set proposed by Torra [33]. 

4. Compute ( )iE x , the performance score of alternative 

ix  for 1,2, ,i m , by equation 

*

*

( )

1
( ) .

| ( ) |
i i

i i
i e E x

E x e
E x



 
 

Obviously, above equation constitutes the hesitant 

fuzzy weighted averaging operator defined by Xia and 

Xu [34]. 

5. Rank  ( )iE x  for 1,2, ,i m . 

With aforementioned steps, the decision makers can 

select the most desirable alternative successfully.  

IV. ROUGH SET APPROACH TO INCOMPLETE 

INFORMATION SYSTEM WITH HYBRID 

INFORMATION  

In view of the process of multi-criteria decision mak-

ing, the essence of which is to establish a technique for 

decision makers to select the most desirable alternative. 

After a series of calculation, we can assign a real number to 

each possible alternative, the so- called performance score. 

In fact, the procedure for getting the performance score is 
to comparing with each alternative under all criteria by 

means of trade-off technique. If the criterion were benefit, 

then the larger the value of corresponding alternative with 

respect to this criteria, the better the alternative would be. 

Analogous, if the criterion is a cost criterion, then the 

smaller the better. Under such circumstance, the selection 

of the most desirable alternative is to construct the partial 

ordering relationship among alternative under all criteria. 

Generally, the theory of rough sets [35-37] is based on 

partition mechanism where the binary relation plays a vital 

role. The great advantage of which is that it does not need 

any prior knowledge. Hence, it has been applied widely and 

successfully in many areas. By taking the limitation of 

equivalence binary relation into consideration, Greco et al. 

proposed dominance relation based rough set model [5, 38, 

39].   

Next we introduce a decision making approach for 

multi-criteria decision making with incomplete hybrid in-

formation from viewpoint of rough set.  Before detailed 

description, let bA  is the set of benefit criteria and cA   is 

the set of cost criteria. Then we construct the dominance 

relation on criteria set AT  of the incomplete information 

system as follows. 
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Definition 4.1 Let ( , )IS U AT  be an information 

system with m  alternatives and n  criteria, then the domi-

nance relation on criteria set bA  can be defined as 

 ( , ) ( ) ( )
b

i j p i p p j p bA
R x x c x c x c A  ± …  

and the dominance relation on criteria set cA  can be de-

fined as 

 ( , ) ( ) ( )
c

i j q j q q i q cA
R x x c x c x c A  ± …  

Where “ p… ” is the partial order relation on pV , and the 

same to that of “ q… ”. 

Mathematically speaking, if the members of pV  are 

interval-valued,  

( ) ( )
( ) ( )

( ) ( )

l l
p i p j

p i p p j r r
p i p j

c x c x
c x c x

c x c x




 


…
…

…
  ,  

where ( ) [ ( ), ( )]l r
p i p i p ic x c x c x  , ( ) [ ( ), ( )]l r

p j p j p jc x c x c x . 

If the members of pV  are set-valued, then ( ) ( )p i p p jc x c x…   

if and only if ( ) ( )p i p jc x c x . 

Certainly, if a multi-criteria decision making system 

contains not only benefit criteria, but also cost criteria, then 

the dominance relation on it can be defined as follows. 

Definition 4.2 Let ( , )IS U AT   be an information 

system with  bA    and cA   , then the dominance 

relation on AT  can be defined as 

( ) ( )

( )
( , )

( )

b c

p b p i p p j

i j
p c p j p

T A

p

A A

i

R R R

c x

c

c A c x
x x

c A c x x



    
   

   

± ± ±

…

…

 

On this basis, the dominance class of each alternative 
can be expressed as 

 [ ] ( , ) ( , ) .
b c

i AT j j i i jA A
x x x x R x x R   ∣± ± ±  

From now on, we propose the dominance degree of 

one object to another object constructed by Xu [40] as 

[ ] (~ [ ]
( , ) 1 ,

)

| |

i AT j AT

g i j

x x
D x x

U
 

± ±

 

where “ ~ ” is the complementary operation, i.e., ~ [ ]j ATx ±  

{ [ ] }i i j ATx x x ∣ ±
. So much for this, the global dominance 

degree of ix  for 1,2, ,i m  is calculated by equation 

1
( ) ( , ).

| |
j

AT i g i j

x U

D x D x x
U



   

In view of its meaning for objects ranking, The domi-

nance degree “ gD  ” as well as global dominance degree 

“ AD  ” is  based on  hypothesis that the criteria values are 

all known and all criteria are benefit criteria. Here, we take 

two situations into account, there exist unknown criteria 

values, and the criteria set contains cost and benefit criteria. 

Suppose that for an incomplete information system, 

1 2{ , , , }nAT c c c  is the set of criteria, such that 

b cAT A A  and b cA A  .  { 1,2, , }p ipV e i m ∣  

is the domain of criterion pc  such that ipe  takes the repre-

sentation of real number, interval-valued, set-valued et al. 

for 1,2, ,p n . Therefore, a new method of multi-criteria 

decision making with incomplete hybrid evaluation infor-

mation can be constructed as follows. 

Algorithm 4: Approach to multi-criteria decision 

making with incomplete hybrid evaluation information 

1. Complete the incomplete information system by Al-

gorithm 1. 

2. Determine the benefit criteria bA  and cost criteria cA  

according to the practical problems, such that b cA A  

A  and cbA A  .   

3. Determine the dominance relation ATR±  by Definition 

4.2.   

4. Calculate the dominance class of each  .ix U   

5. Calculate  ( , )g i jD x x  for , 1,2, ,i j m .  

6. Calculate  ( )AT iD x  for 1,2, ,i m .  

7. Rank ( )AT iD x  for 1,2, ,i m . 

Example 4.1 Table 3 is the completion of an incom-
plete information system with five alternatives and four 

criteria. Here we suppose that benefit criteria is 

1 2 3{ , , }bA c c c  and cost criteria is 4{ }cA c . 

Table 3: an information system 

 c1 c2 c3 c4 

x1 2 0.7 [0.4, 0.7] 1 

x2 3 0.8 [0.6, 0.8] 1, 2 

x3 2 0.6 [0.1, 0.6] 1 

x4 2 0.7 [0.8, 0.9] 1 

x5 1 0.6 [0.1, 0.6] 1,2 

Next, we make an analysis for this decision infor-

mation system. By computing, we have that 

1 1 1 3 1 5 2 2

2 5 3 3 3 5 4 1

4 3 4 4 4 5 5 5

( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

AT

x x x x x x x x

x x x x x xR x x

x x x x x x x x

 
 

  
 
 

±  

Therefore,  
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1 4 2

1 3 4 4

1 2

3 4

15 2 3 4 5

{ , } { }

{ , , }

[ ]

{ }

{ , , , ,

[ ]

[ ] [ ]

[ ] }

AT AT

AT AT

AT

x x x

x x x x

x x

x x

x

x x

x

x x

  

  



± ±

± ±

±

 

With foregoing definitions, we have that  

1 0.6 1 0.8 1

0.8 1 0.8 0.8 1

0.8 0.4 1 0.6 1

1 0.8 1 1 1

0.6 0.6 0.4 0.8 1

gD

 
 
 
 
 
 
 
 

 

Hence,  

1 2

3 4

5

( ) 0.88 ( ) 0.88

( ) 0.76 ( ) 0.96

( ) 0.72

AT AT

AT AT

AT

D x D x

D x D x

D x

  

  



 

 

From above we have that 4 1 2 3 5x x x x x , in which 

case the alternative 4x  is the most desirable alternative. 

Obviously, the rough set approach to multi-criteria de-

cision making reduces subjective factors during decision 

process, such as the determination of criteria weights, etc. 

Attribute reduction [37, 41] is one of the important 

knowledge of rough set theory. Its basic idea is to delete 
the redundant attributes without changing the classification 

ability. Therefore, for the problem of multi-criteria decision 

making, one can reduce redundant criteria before compu-

ting the dominance class for each alternative. The reason of 

it is that the dominance class of each alternative directly 

influences the possible alternative ranking results. Hence, 

the Algorithm 4 can be changed into following steps: 

Algorithm 4*: changing version of Algorithm 4. 

1. Complete the incomplete information system by Algo-

rithm 1.   

2. Determine the benefit criteria bA  and cost criteria cA  

according to the practical problems, such that b cA A  

A  and b cA A  .   

3. Determine the dominance relation on criteria set bA  by 

Definition 4.1.   

4. Look for the reduction of the completed incomplete 

information system, and denoted by (1) (2) ( ), , , kA A A , 

where k  is the number of possible reductions. 

5. For any (*)A , please compute (*)A
R±  and (*)[ ]i A

x ±  for i   

1,2, ,m by Definition 4.2.   

6. Calculate  ( , )g i jD x x  for , 1,2, , .i j m   

7. Calculate (*) ( )iA
D x   for 1,2, , .i m   

8. Rank (*) ( )iA
D x  for 1,2, ,i m . 

Example 4.2(Continued from Example 4.1) by com-

puting one get that (*)[ ] [ ]i i ATA
x x± ±  for 1,2, ,5i  , 

where (*)
1 3 4{ , , }A c c c . Hence, for the multi-criteria deci-

sion making problem, the criteria 1c , 3c  and 4c  is enough 

for decision makers to select the most desirable alternative. 

V. CONCLUSIONS 

In this paper, we discussed the approaches to multi-

criteria decision making with incomplete evaluation infor-

mation. To retrieve the missing criteria values, we first 

introduced the global similarity between two alternatives 
by considering the weighted local similarity of them. Then, 

the pre-established threshold can be applied to determine 

the similar class of each alternative. Once the incomplete 

information system was completed, different approaches 

for multi-criteria decision making with different evaluation 

information were proposed, such as cosine similarity meas-

ure based method for interval-valued information system 

and aggregation operator based method for set-valued in-

formation system. Especially, rough set approach was 

established for the multi-criteria decision making problems 

with hybrid evaluation information. It should be pointed 

that the validity of all proposed approached are examined 
by corresponding examples. 

VI. REFERENCES 

[1] K.T.Atanassov, G.Pasi and R.R.Yager, Intuitionistic fuzzy interpre-

tations of multi-criteria multi-person and multi-measurement tool 

decision making, International Journal of Systems Science, 36(2005) 

859-868. 

[2] L.A.Zadeh, Fuzzy sets, Information and Control, 8(1965) 338-365. 

[3] J.L.Deng, Control problem of grey systems, Systems and Control 

Letters, 1(1982) 288-294. 

[4] J.Ye, Multicriteria decision-making method based on a cosine simi-

larity measure between trapezoidal fuzzy numbers, International 

Journal of Engineering, Science and Technology, 3(2011) 272-278. 

[5] S. Greco, B. Matarazzo and R. Slowinski, Rough sets theory for 

multicriteria decision analysis, European Journal of Operational Re-

search, 129(2001) 1-47. 

[6] Z. Pawlak and R. Slowinski, Decision analysis using rough sets, 

International Transactions in Operational Research, 1(1994) 107-

114. 

[7] T. Yang and C. C. Hung, Multiple attribute decision making meth-

ods for plant layout design problem, Robotics and Computer-

Integrated Manufacturing , 23(2007) 126-137. 

[8] Z. H. Zhang, J. Y. Yang, Y. P. Ye and  M. Wang, Intuitionistic 

fuzzy sets with double parameters and its application to multiple at-

tribute decision making of urban planning, Procedia Engineering, 

21(2011) 496-502. 

[9] T. Prato, Multiple attribute decision analysis for ecosystem man-

agement, Ecological Economics, 30(1999) 207-222. 

[10] Z. L. Yang, S. Bonsall and J. Wang, Use of hybrid multiple uncer-

tain attribute decision making techniques in safety management, 

Expert Systems with Applications, 36(2009) 1569-1586. 

[11] Z. P. Chen and W. Yang, A new multiple attribute group decision 

making method in intuitionistic fuzzy setting, Applied Mathemati-

cal Modelling, 35(2011) 4424-4437. 

[12] Z. S. Xu and M. M. Xia, Identifying and eliminating dominated 

alternatives in multi-attribute decision making with intuitionistic 

fuzzy information, Applied Soft Computing, 12(2012) 1451-1456. 

[13] K. T. Atanassov, Intuitionistic fuzzy sets,  Fuzzy Sets and Systems, 

20(1986) 87-96. 



COMPUSOFT, An international journal of advanced computer technology, 2 (5), May-2013 (Volume-II, Issue-V) 

120 

 

[14] F. Ye, An extended TOPSIS method with interval-valued intuition-

istic fuzzy numbers for virtual enterprise partner selection, Expert 

Systems with Applications, 37(2010) 7050-7055. 

[15] J. H. Park, I. Y. Park and Y. C. Kwun, Extension of the TOPSIS 

method for decision making problems under interval-valued intui-

tionistic fuzzy environment, Applied Mathematical Modelling, 

35(2011) 2544-2556. 

[16] S. M. Chen, L. W. Lee, H.C.Liu, et al., Multiattribute decision mak-

ing based on interval-valued intuitionistic fuzzy values,  Expert 

Systems with Applications, 39(2012) 10343-10351. 

[17] K. T. Atanassov and G. Gargov, Interval valued intuitionistic fuzzy 

sets, Fuzzy Sets and Systems   31(1989) 343-349. 

[18] Y. Y. He, Q. Wang and D. Q Zhou,  Extension of the expected 

value method for multiple attribute decision making with fuzzy data,  

Knowledge-Based Systems, 22(2009) 63-66. 

[19] G. W. Wei, X. F. Zhao and R. Lin, et.al., Generalized triangular 

fuzzy correlated averaging operator and their application to multiple 

attribute decision making, Applied Mathematical Modelling, 36 

(2012) 2975-2982. 

[20] Y. Chen and B. Li, Dynamic multi-attribute decision making model 

based on triangular intuitionistic fuzzy numbers, Scientia Iranica, 

18(2011) 268-274. 

[21] C. L. Hwang and K. P. Yoon, Multiple attribute decision making: 

methods and application: a state of art survey (Springer, Berlin, 

Germany, 1981). 

[22] J. Jiang, Y.W.Chen and Y.Chen, et al., TOPSIS with fuzzy belief 

structure for group belief multiple criteria decision making, Expert 

Systems with Applications, 38(2011) 9400-9406. 

[23] Z. L. Yue, An extended TOPSIS for determining weights of deci-

sion makers with interval numbers, Knowledge-Based Systems, 

24(2011) 146-153. 

[24] Z. X. Su, G. P. Xia and Ming Yuan Chen and others,  Induced gen-

eralized intuitionistic fuzzy OWA operator for multi-attribute group 

decision making,  Expert Systems with Applications, 39(2012) 

1902-1910. 

[25] Z. S. Xu, Approaches to multiple attribute group decision making 

based on intuitionistic fuzzy power aggregation operators, 

Knowledge-Based Systems, 24(2011) 749-760. 

[26] A. Raveh, Co-plot: A graphic display method for geometrical repre-

sentations of MCDM, European Journal of Operational Research, 

125(2000) 670-678. 

[27] X. H. Yu and Z. S. Xu, Graph-based multi-agent decision making, 

International Journal of Approximate Reasoning, 53 (2012) 502–

512. 

[28] D. F. Li, Closeness coefficient based nonlinear programming meth-

od for interval-valued intuitionistic fuzzy multiattribute decision 

making with incomplete preference information, Applied Soft 

Computing, 11(2011) 3402-3418. 

[29]  J. Ye, Multicriteria fuzzy decision-making method using entropy 

weights-based correlation coefficients of interval-valued intuition-

istic fuzzy sets, Applied Mathematical Modelling, 34(2010) 3864-

3870. 

[30] G. W. Wei, Gray relational analysis method for intuitionistic fuzzy 

multiple attribute decision making, Expert Systems with Applica-

tions, 38(2011) 11671-11677. 

[31] M. Kryszkiewicz, Rough set approach to incomplete information 

systems, Information Sciences, 112(1998)39-49. 

[32] H. Bustince and P. Burillo, Vague sets are intuitionistic fuzzy sets, 

Fuzzy Sets and Systems, 79(1996)  403-405. 

[33] V. Torra, Hesitant fuzzy sets, International Journal of Intelligent 

Systems, 25(2010) 529-539. 

[34] M. M. Xia and Z. S. Xu, Hesitant fuzzy information aggregation in 

decision making, International Journal of Approximate Reasoning, 

52(2011)395-407. 

[35] Z. Pawlak, Rough sets, International Journal of Computer and In-

formation Sciences, 11(1982) 341-356. 

[36] Z. Pawlak and A. Skoqron, Rudiments of rough sets, Information 

Sciences, 177(2007) 3-27. 

[37] W. X. Zhang,  W. Z. Wu, J. Y. Liang and D. Y. Li,  Theory and 

Method of Rough Sets(Science Press, Beijing, China, 2003). 

[38] S. Greco, B. Matarazzo and R. Slowinski, Rough approximation of 

a preference relatioin by dominance relatioin, European Journal of 

Operational Research, 117(1999) 63-83. 

[39] S. Greco, B. Matarazzo and R. Slowinski, Rough sets methodology 

for sorting problems in presence of multiple attributes and criteria, 

European Journal of Operational Research, 138(2002) 247-259. 

[40] W. H. Xu, S. H. Liu and W. X. Zhang, Lattice-valued information 

systems based on dominance relation, International Journal of Ma-

chine Learning and Cybernetics (2012) Doi:10.1007/s13042-012-

0088-6 

[41] W. X. Zhang, Y. Leung and W. Z. Wu, Information system and 

knowledge discovery (Science Press, Beijing, China, 2003). 

  


