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Abstract:  Diabetes is the most common disease nowadays in all populations and in all age groups. A wide range of 
computational methods and tools for data analysis are available to predict the T2D patients with CVD risk factors. 

Efficient predictive modelling is required for medical researchers and practitioners to improve the prediction 

accuracy of the classification methods .The aim of this research was to identify significant factors influencing type 2 

diabetes control with CVD risk factors, by applying particle swarm optimization feature selection  system  to 

improve prediction accuracy and knowledge discovery. Proposed system consists of four major steps such as pre-

processing and dimensionality reduction of type 2 diabetes with CVD factors, Attribute Value Measurement, 

Feature Selection, and Hybrid Prediction Model. In proposed methods the pre-processing and dimensionality 

reduction of the patients records is performed by using Kullback Leiber Divergence(KLD) Principal component 

analysis (PCA), then attribute values measurement is performed using Fast Correlation-Based Filter 

Solution(FCBFS), feature selection is performed by using Particle Swarm Optimization (PSO), finally hybrid 

prediction model  which uses Improved Fuzzy C Means (IFCM)  clustering algorithm aimed at validating chosen 
class label of given data  and subsequently applying  Extreme Learning Machine(ELM)  classification algorithm to 

the result set.   

 

Keywords: Classification, Hybrid Prediction Model, Fuzzy c means clustering(FCM), Principal Component 

Analysis (PCA), Kullback Leiber Divergence(KLD), Extreme Learning Machine (ELM), Fast Correlation-Based 

Filter Solution(FCBFS), Particle Swarm Optimization (PSO) 

1. INTRODUCTION 

The worldwide prevalence of type-II diabetes is 

growing rapidly, reaching epidemic proportions .One of the 

major reasons of the increased prevalence in developing 

countries is the adoption of the so-called western lifestyle 

that is, a high intake of energy dense food and a low 
physical activity pattern. These lifestyle changes lead to 

one of the key abnormalities underlying type 2 diabetes 

that is, insulin resistance. Insulin resistance is associated 

with central obesity, hyperinsulinaemia, polycystic ovary 

syndrome, hypertension, and dyslipidaemia. 

Hyperglycaemia, the established diagnostic marker of 

diabetes mellitus, is the result of the second key feature, 

progressive pancreatic b-cell failure. It is well recognised 

that type 2 diabetic patients have an excess risk of 

developing atherosclerosis, resulting in high cardiovascular 

disease morbidity and mortality [1] . Therefore, with the 

rise of the prevalence of diabetes, it may be expected that 

the global burden of cardiovascular disease will also 

increase. 

Among individuals with type 2 diabetes, 

cardiovascular disease (CVD) is the leading cause of 

morbidity and mortality [2] adults with diabetes have a 

two- to fourfold higher risk of CVD compared with those 
without diabetes[3-4] . Diabetes is also accompanied by a 

significantly increased prevalence of hypertension and 

dyslipidemia [5] .It is reasonable to postulate that in many 

individuals, excess weight gives rise to diabetes, 

hypertension, and dyslipidemia, thereby leading to frank 

CVD [6] . This seemingly simple algorithm is undoubtedly 

more complex because (1) Many studies show that 

hyperglycemia at pre-diabetic levels is an independent risk 

factor for CVD [7]  (2) Central obesity (i.e., intra-

abdominal or visceral fat) may have a greater detrimental 

effect than overall weight/BMI [8] , and  (3) there is a 
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complex relationship between lipid metabolism and 

hyperglycemia.  

Cardiovascular disease (CVD) is a serious but 

preventable complication of type 2 diabetes mellitus 

(T2DM) that results in substantial disease burden, 
increased health services use, and higher risk of premature 

mortality. People with diabetes are also at a greatly 

increased risk of cardiovascular, peripheral vascular, and 

cerebro-vascular disease [8], known as macrovascular 

complications. There are two main classes of diabetes, 

which are diagnosed ultimately by the severity of the 

insulin deficiency. Insulin-dependent diabetes mellitus or 

type 1 diabetes is an insulinopenic state, usually seen in 

young people, but it can occur at any age [9]. Non-insulin-

dependent diabetes mellitus or type 2 diabetes is the more 

common metabolic disorder that usually develops in 

overweight, older adults, but an increasing number of cases 
occur in younger age groups. However, new prediction 

models for the diabetes population have been developed 

since this review, and many more prediction models exist 

that can be applied to people with diabetes. 

Among these stages analysis of type 2 diabetes with 

CVD risk factors, important features in the dataset are not 

selected ,irrelevant data in the T2D patients records are also 

removed so it degrades the performance of the T2D 

patients prediction results .In order to overcome these 

issues in this work first the collection data and removal of 

the irrelevant data ,selection of the most important features 
for prediction plays major important role to improve the 

prediction results of the type 2 diabetes results with CVD 

risks. The aim of this study was to analyze CVD risk 

factors in type 2 diabetic patients. The major important 

steps of the proposed works as follows: Preprocessing of 

the data using dimensionality reduction Kullback Leiber 

Divergence(KLD) -Principal Component Analysis (PCA) 

method it is also used for dimensionality reduction to 

reduce the complexity of the dataset. Once the 

dimensionality is reduced in the data then risk factors of 

CVD are analyzed using similarity measure Fast 
Correlation-Based Filter Solution(FCBFS) .  The purpose 

of this study is to reduce the irrelevant or unimportant 

features in the type 2 diabetes patient records after the 

similarity measurement from the FCBFS for CVD risk 

factors, then build a Hybrid Prediction Model that should 

perform unsupervised classification methods based on 

Improved Fuzzy C Means clustering (IFCM) accurately 

classify newly diagnosed patients into either a group that is 

likely to develop type 2 diabetes. Then perform supervised 

classification using Extreme Learning Machine (ELM) 

classification methods. The proposed hybrid prediction 

model is different from the existing methods such as 
IFCM-SVM and K-C4.5 methods since it select important 

features in the T2D patients records using the particle 

swarm optimization algorithm The aim of this study was to 

identify all CVD prediction models (or scores or rules) that 

can be applied to patients with type 2 diabetes, and 

subsequently to assess their status. 

2. BACKGROUND STUDY 

In modern medicine, large amounts of data are 

generated, but there is a widening gap between data 

collection and data comprehension. It is often impossible to 

process all of the data available and to make a rational 

decision on basic trends. Thus, there is a growing pressure 

for intelligent data analysis such as data mining to facilitate 

the creation of knowledge to support clinicians in making 

decisions. 

Although there are many approaches for estimating the 

risk of diabetes and CVD [10]  virtually none have been 
validated much beyond the population from which they 

were constructed. There is one such tool, however 

(available free on the Internet at 

http://www.diabetes.org/diabetesphd), that has been 

extensively validated across many widely differing clinical 

trials, and it incorporates virtually all known CVD risk 

factors. Although it can be used to predict the risk of 

developing CVD/diabetes or the effects of treatment after 

developing diabetes/CVD, this tool and other risk-

assessment algorithms are rarely used in clinical practice 

Conversely, emerging evidence suggests that simply 
ascertaining a person’s blood glucose level, blood pressure, 

LDL cholesterol level, and tobacco use and noting the 

presence of obesity may be sufficient to initiate the 

appropriate interventions to prevent or identify diabetes 

and emerging CVD [11-12]. Even borderline abnormalities, 

especially if they are multiple, may well presage future 

problems and should be addressed. 

Classification techniques such as support vector 

machines [13], neural networks [14]. Su et al. [15] used 

four data mining approaches (neural network, decision tree, 

logistic regression and rough sets) to select the relevant 

features for the diabetes diagnosis, and also evaluated their 
performance. For example, the features selected by the 

neural network were evaluated by neural network; that is to 

say, every method is both a feature selector and a classifier. 

Every technique has its specific advantages and 

disadvantages, and is applicable for different research 

problems. These methods don’t follow feature selection 

methods to improve classification accuracy.  

FSSMC [16] which has been successfully applied in 

data mining applications [17], was used to investigate those 

important factors in the type 2 diabetes data set. ReliefF did 

not address the problem of multi valued attributes. At 
present, the similarity measurement applied in ReliefF is a 

numerical method, and if the two selected instances have 

the same categorical value, the result of difference function 

is 0, otherwise is 1. This definition cannot measure the 
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contribution of multi-class (3) values to class labels. 

Among them feature selection methods CVD risk factors 

are also not analyzed accurately for T2D patients.  

3. PROPOSED METHODOLOGY 

Cardiovascular complications are now the leading 

causes of diabetes-related morbidity and mortality. The 

public health impact of cardiovascular disease (CVD) in 

patients with diabetes is already enormous and is 

increasing. The pathophysiology of CVD in diabetes is 

complex and not dependent on the effects of 

hyperglycaemia alone. InT2D a constellation of risk factors 

contribute to the development of early CVD, including 

hypertension and dyslipidaemia. These result in metabolic 
changes which, coupled with a sedentary lifestyle, obesity 

and smoking, enhance the deleterious effects of 

hyperglycaemia and accelerate atherosclerotic disease in 

the vasculature. People with T1DM are generally 

diagnosed at a young age and exposure to hyperglycaemia 

takes place over a prolonged time period compared with 

type 2 diabetes patients (T2D) data. Selection of the 

important features in the T2D also becomes a difficult task, 

in order to overcome these problem and select most 

important features in the CVD risk factors, in this work 

mainly focus on the feature selection methods it selects the 
CVD risk factors important features in the T2D patient data   

 

Figure 1: Architecture of the proposed methodology 

The major objective of this proposed work is to 

examine the common clinical and behavioral factors that 

contribute to cardiovascular disease (CVD) risk (ie, 

attributable risk) among those with type 2 diabetes and 

perform hybrid prediction model .The major steps involved 

in the proposed system are: preprocessing of the type 2 

diabetes patient (T2D) data with CVD risk using hybrid 
principal component analysis (HPCA) in which the weight 

values of the PCA are estimated using the kullback leiber 

divergence  it is named as KLD-PCA and dimensionality 

reduction is also performed using KLD-PCA. Then CVD 

risk factors are estimated based on the Fast Correlation-

Based Filter Solution(FCBFS) ,to reduce unimportant 

features in the data feature selection is performed using 

Particle Swarm Optimization (PSO) to enhance the 

prediction accuracy results. The selected feature with 

estimated CVD factors are used for unsupervised 

classification using Improved Fuzzy C Means (IFCM) 

clustering methods, which data is used prediction of T2D 
for CVD risk factors. Then perform supervised 

classification task for prediction of type 2 diabetes patients 

with CVD risk are predicted using Extreme Learning 

Machine (ELM) .The entire representation of the proposed 

system is illustrated in Figure 1. 
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3.1 DATASET INFORMATION  

The dataset collected from real patient records which 

includes the following attributes for diabetes patients 

records Number of times pregnant, Plasma glucose 

concentration a 2 hours in an oral glucose tolerance test , 

Diastolic blood pressure (mm Hg) ,Triceps skin fold 

thickness (mm), 2-Hour serum insulin (mu U/ml) ,Body 

mass index (weight in kg/(height in m)^2)  ,Diabetes 

pedigree function  ,Age (years)  ,Class variable (0 or 

1).These  data are collected with the following CVD risk 

factors which includes BMI (Body Mass Index) , Weight  

(kg) ,Waist circumference (cm) , Systolic blood pressure 

(SBP) (mmHg) , Diastolic blood pressure (DBP) (mmHg) 
,Glucose (mg/dl) ,Total cholesterol (mg/dl) , High-Density 

Lipoprotein cholesterol (HDL-c) (mg/dl) , Low-Density 

Lipoprotein cholesterol (LDL-c) (mg/dl) ,Triglycerides 

(mg/dl) ,HbA1c (glycosylated hemoglobin) (%) Fibrinogen 

(mg/dl), ultrasensitive C reactive protein (us-CRP) (mg/L). 

If the value of each and every attributes values are changed 

to analysis the risk factor of CVD for type 2 diabetes 

(T2D). Managing the numerous risk factors responsible for 

CVD in T2D represents an ongoing challenge for primary 

care clinicians, strongly influencing their decisions about 

treatment approaches for this complex disease [25]. 
 

3.2 PREPROCESSING AND 

DIMENSIONALITY REDUCTION USING 

KULLBACK LEIBER DIVERGENCE WITH 

PRINCIPAL COMPONENT ANALYSIS 

(KLD-PCA) 

The quality of the data is the most important aspect as 

it influences the quality of the results from the analysis of 
data preprocessing in order to improve the quality of the 

mining result and the efficiency of the mining process [18-

19]. In this study, the Kullback Leiber Divergence with 

Principal Component Analysis (KLD-PCA) for 

preprocessing of type 2 diabetes (T2D) with CVD risk 

factors is applied as mentioned above. In PCA which data 

eigenvector associated with largest Eigen value is the most 

important vector that reflects the greatest variance for 

prediction process. From this point of the view the data are 

preprocessed and removed in the preprocessing stage. A 

preliminary analysis of the data indicates the usage of zero 
for missing data. The major problem of the PCA method is 

that the weight value of the PCA are randomly generated in 

order to overcome these problem the weight values are 

estimated based on the  kullback leiber divergence (KLD) . 

Proposed KLD-PCA for preprocessing of T2D with CVD 

risk factor .As mentioned above N =  X1 , X2 , … . Xn  be the 

number of type 2 diabetes patient’s hospital data with the 

CVD risk factors and t dimension of dataset D, 

respectively. KLD -PCA finds a subspace of the attribute 

value whose basis vectors correspond to the maximum-

variance direction of the original T2D data space. Let  

represents the linear transformation that maps the original 

t −dimensional T2D data space into an -dimensional 

reduced irrelevant and missing attribute data where 

normally f ≪  t. Equation (1) shows the new reduced 

dimensional and reduced irrelevant data variable vectors 

zj ∈  Rf   

𝑧𝑗 = 𝑊𝑇𝑥𝑗  , 𝑗 = 1, … . 𝑁 (1) 

𝜆𝑗 𝑒𝑗 = 𝑄𝑒𝑗  , 𝑗 = 1, … . 𝑁 ,  

where 𝑄 = 𝑋𝑋𝑇  , 𝑋 =  𝑥1 , … . 𝑥𝑁  

(2) 

Here 𝑄 is the covariance matrix and 𝜆𝑗  the eigen value 

associated with the eigenvector 𝑒𝑗 .The eigenvectors are 

sorted from high to low according to their corresponding 

eigen values. The eigenvector associated with largest eigen 

value is the most important variable and data vector that 

reflects the greatest variance [20]. PCA employs the entire 

T2D patient hospital record variables with CVD risk 

factors and it acquires a set of projection attribute vectors 

to extract most important global variable and data vector 

from given training samples. The performance of PCA is 

reduced when there are more irrelevant data ones than the 

relevant T2D with CVD risk factor ones.  In equation (1) 

the weight transformation matrix is calculated based on the 

KLD methods in the PCA. 𝐾𝐿𝐷(𝐶|𝑎) appears in the 

information theoretic literature under various guises. For 

instance, it can be viewed as a special case of the cross-

entropy or the discrimination, a measure which defines the 

information theoretic similarity between two probability 

distributions. In this sense, the 𝐾𝐿𝐷(𝐶|𝑎) is a measure of 

how dissimilar our a priori and a posteriori beliefs are 

about C–useful class value imply a high degree of 

dissimilarity. It can be interpreted as a distance measure 
where distance corresponds to the amount of divergence 

between a priori distribution and a posteriori distribution. It 

becomes zero if and only if both a priori and a posteriori 

distributions are identical, 

 

𝐾𝐿𝐷 𝐶 𝑎𝑘𝑙 =  𝑃 𝑐 𝑎𝑘𝑙  log  
𝑃(𝑐|𝑎𝑘𝑙 )

𝑃(𝑐)
 

𝑐

 
(3) 

where 𝑎𝑘𝑙  means the 𝑙 value of the kth attribute in 

training data. The weight of a attributes can be defined as 

the weighted average of the KL measures across the 

attribute values. Therefore, the weight of attribute  𝑘, 

denoted as 𝑤𝑎𝑣𝑔 𝑘 , is 

𝑤𝑎𝑣𝑔  𝑘 =  
#𝑎𝑘𝑙

𝑁
𝑙|𝑘  

𝐾𝐿𝐷 𝐶 𝑎𝑘𝑙  

=  𝑃(𝑎𝑘𝑙 )
𝑙|𝑘  

𝐾𝐿𝐷 𝐶 𝑎𝑘𝑙   

((4) 

 

where #𝑎𝑘𝑙  represents the number of instances that 

have the value of 𝑎𝑘𝑙  and the 𝑁 means the total number of 

training instances. In this formula, 𝑃(𝑎𝑘𝑙 ) means the 

probability that the attribute 𝑘 has the value of 𝑎𝑘𝑙  . The 

final form of the weight value for attribute is denoted as, 
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𝑤𝑘 =

 𝑃(𝑎𝑘𝑙 )𝑙|𝑘   𝑝 𝐶 𝑎𝑘𝑙  𝑐 log  
𝑝 𝐶 𝑎𝑘𝑙 

𝑝(𝐶)
 

−𝑍 .  𝑃(𝑎𝑘𝑙 )𝑙|𝑘  log  𝑝 𝑎𝑘𝑙   
 

(5) 

The new variance of kth attribute is calculated as 

follows: 
 

𝛿𝑛𝑒𝑤𝑘 (𝑁 − 1) =  (𝑛𝑥𝑘𝑗
− 𝑛𝑥 𝑘

𝑁

𝑗 =1

)2 

(6) 

𝑛 =  
𝛿𝑛𝑒𝑤𝑘 (𝑁 − 1)

 (𝑥𝑗𝑘 − 𝑥 𝑘 )2𝑁
𝑗 =1

 

(7) 

 

𝑁 is the number of samples and 𝑥𝑗𝑖 , 𝑥 𝑖are ith attribute  

of jth sample and mean of kth attribute respectively. After 

this adjustment, PCA is employed on data. 

 

3.3 ATTRIBUTE VALUES MEASUREMENT  

In this work measure the values of the attributes for 

prediction of the CVD risk factor in T2D patients based on 

Fast Correlation-Based Filter Solution for prediction of 

T2D with CVD risks factors. For each and every attribute 

values select highest value which is greater than the 

thresholds value.  BMI, Weight (kg) ,Waist circumference 

(cm), SBP (mmHg), DBP (mmHg), Glucose (mg/dl), Total 

cholesterol (mg/dl), HDL-c (mg/dl), LDL-c 

(mg/dl),Triglycerides (mg/dl), HbA1c (%), Fibrinogen 

(mg/dl) and us-CRP (mg/L).  Shannon defined the entropy 

H of a discrete random variable X with possible values 

{a1 , . . . , an } be the attributes with risk factors CVD and 

probability mass function P(a) as: 

𝐻 𝑎 = 𝐸 𝐼 𝑎  = 𝐸[−𝑙𝑛(𝑃 𝑎 )]  (8) 

Here E is the expected value operator (maximum 

threshold value results), and 𝐼 is the information content 

(value of content) from patient record of 𝑋. 𝐼(𝑎) is itself a 

random variable. If the value of the attribute results is equal 
to entropy value then it is selected for risk factor 

estimation. When taken from a finite sample, the entropy 

can explicitly be written as 

𝐻 𝑎 =  𝑃 𝑎𝑖 𝐼 𝑎𝑖 = − 𝑃 𝑎𝑖 logb 𝑃 𝑎𝑖 

𝑖𝑖

 
   (9)  

where 𝑏 is the base of the logarithm used. Common 

values of 𝑏 are 2. 

Information gain is a measure of this change in entropy 

.Suppose  is a set of instances, A is an attribute, Sv  is the 

subset of  with A =  v, and Values(A) is the set of all 

possible values of , then 

 

Gain S, A = Entropy  S 

−  
 Sv  

 S v∈Values   A 
. Entropy Sv  

(

10)  

(10) 

But this work sometimes the linear correlation 

measures may not be able to capture correlations that are 

not linear in nature, in order to solve this problem proposed 

a symmetrical uncertainty, 

SU a, b = 2  
IG a|b 

H a + H b 
  

(11)  

It compensates for information gain’s bias toward 

attributes with more values and normalizes its values to the 

range [0, 1] with the value 1 indicating that knowledge of 
the value of either one completely predicts the value of the 

other and the value 0 indicating that 𝑎 and 𝑏 are 

independent. Given a data set with 𝑁 number of the 

samples with 𝑚 number of the attributes, their values  and 

a class C, the algorithm finds a set of predominant 

attributes set value from the equation (11) 𝐴𝑏𝑒𝑠𝑡 t for the 

class concept. It consists of two major parts. In the first part 

(line 2-7), it calculates the SU a, b  value for each number 

of the attributes , selects relevant attributes into 𝐴𝑙𝑖𝑠𝑡
′ based 

on the predefined threshold 𝛿, and orders them in 

descending order according to their SU a, b  values. In the 

second part (line 8-20), it further processes the ordered list 

𝐴𝑙𝑖𝑠𝑡
′  to remove redundant attribute values and only keeps 

predominant ones among all the selected relevant 

attributes. According to Heuristic 1, a attribute 𝐴𝑝 that has 

already been determined to be a predominant attribute can 

always be used to filter out other attributes that are ranked 

lower than 𝐴𝑝  and have 𝐴𝑝  as one of its redundant peers. 

The iteration starts from the first element (Heuristic 3) in 

𝐴𝑙𝑖𝑠𝑡
′  (line 8) and continues as follows. For all the 

remaining features (from the one right next to 𝐴𝑝   to the 

last one in 𝐴𝑙𝑖𝑠𝑡
′ ), if 𝐴𝑝  happens to be a redundant peer to a 

attributes  𝐴𝑞 , 𝐴𝑞will be removed from 𝐴𝑙𝑖𝑠𝑡
′  (Heuristic 2). 

After one round of filtering attributes  based on 𝐴𝑝 , the 

algorithm will take the currently remaining attribute values 

for same attribute right next to 𝐴𝑝 ,  as the new reference 

(line 19) to repeat the filtering process. The algorithm stops 

until there is no more feature to be removed from 𝐴𝑙𝑖𝑠𝑡
′ . The 

first part of the above algorithm has a linear time 

complexity in terms of the number of attributes with best 

information gain value. As to the second part, in each 

iteration, using the predominant attributes values in the list 

𝐴𝑝  identified in the previous round, remove the less 

information gain value which is not used in the current 
iteration. The best case could be that all of the remaining 

attributes following 𝐴𝑝  in the ranked list will be removed; 

the worst case could be none of them.  

 

Input: =  𝑋1 , … . 𝑋𝑁 𝑏𝑒 𝑡𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 , 
𝐴 =  𝑎1 , …𝑎𝑚   𝑛𝑜 𝑜𝑓 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 , 𝛿 

Output :𝐴𝑏𝑒𝑠𝑡  information gain value  

1:Begin  

2:for 𝑖 = 1  𝑡𝑜 𝑁 ,For j=1 to m do begin  

3: Calculate SUj,c  for ai 

http://en.wikipedia.org/wiki/Discrete_random_variable
http://en.wikipedia.org/wiki/Probability_mass_function
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4: if (SUj,c ≥ δ&𝐴𝑏𝑒𝑠𝑡 )  

5:Append 𝑎𝑖𝑡𝑜 𝐴𝑙𝑖𝑠𝑡
′  

6:end  

7:Order 𝐴𝑙𝑖𝑠𝑡
′  in descending SUj,c  value  

8: Ap = getfirstelement 𝐴𝑙𝑖𝑠𝑡
′  ; 

9:do begin  

10: Aq = getnextelement 𝐴𝑙𝑖𝑠𝑡
′ , Ap ; 

11: if (Aq <> 𝑁𝑢𝑙𝑙)  
12:do begin  

13: A′
q = Aq ; 

14: if  𝑆𝑈𝑝 ,𝑞 ≥ 𝑆𝑈𝑞 ,𝑐  

15: remove Aq   from 𝐴𝑙𝑖𝑠𝑡
′  

16: Aq = getnextelement 𝐴𝑙𝑖𝑠𝑡
′ , A′

q ; 

17:else Aq = getnextelement 𝐴𝑙𝑖𝑠𝑡
′ , Aq ; 

18:end until  𝐴𝑝 == 𝑁𝑈𝐿𝐿  

19: Ap = getnextelement 𝐴𝑙𝑖𝑠𝑡
′ , Ap ; 

20: end until  𝐴𝑝 == 𝑁𝑈𝐿𝐿  

21:𝐴𝑏𝑒𝑠𝑡 = 𝐴𝑙𝑖𝑠𝑡
′ ;   

22: End 

 

A risk equation was created for estimation of the risk 

of CVD, using q and the HRs for the nine predictors, After 

the calculation of entropy and information gain values then 

calculate the risk factor of CVD for prediction of the Type 
2 diabetes patients , 

 

𝐶𝑉𝐷𝑟𝑖𝑠𝑘 = (1 − exp −𝑞𝑟 × 𝛼1
𝐵𝑀𝐼 × 𝛼2

𝑊 × 𝛼3
𝑊𝐶

× 𝛼4
𝑆𝐵𝑃 × 𝛼5

𝐷𝐵𝑃 × 𝛼6
𝐺 × 𝛼7

𝑇𝐶

× 𝛼8
𝐻𝐷𝐿−𝐶 × 𝛼9

𝐿𝐷𝐿−𝐶 × 𝛼10
𝑇𝑅𝐶

× 𝛼11
𝐻𝑏𝐴1𝐶 × 𝛼12

𝐹 × 𝛼13
𝐶𝑅𝑃  ) 

   

(12) 

For each and every attribute values select highest value 

which is greater 𝐴𝑏𝑒𝑠𝑡  thresholds value.  BMI, Weight (kg) 

,Waist circumference (cm), SBP (mmHg), DBP (mmHg), 

Glucose (mg/dl), Total cholesterol (mg/dl), HDL-c (mg/dl), 

LDL-c (mg/dl),Triglycerides(TRC) (mg/dl), HbA1c (%), 

Fibrinogen (mg/dl) and us-CRP (mg/L). In the above step 

we consider all the attributes are features with highest 

attribute value, but some of the attributes as mentioned 

above is not useful for prediction of the T2D patients for 

CVD risk factor . To improve the efficiency of 
classification algorithms, feature selection is used to 

identify and remove as much of the irrelevant and 

redundant information as possible. In the treatment of 

diabetes, hundreds of attributes are routinely collected but 

only a small number are used, i.e. the clinicians routinely 

perform ad-hoc feature selection. 

 

3.4 PARTICLE SWARM OPTIMIZATION FOR 

FEATURE SELECTION  

PSO is a population based optimization tool, which 

was originally introduced as an optimization technique for 

real-number spaces. In PSO, each particle is analogous to 

an individual ―fish‖ in a school of fish. In this work to 

select most important features in the T2D for CVD risk 

factor analysis and prediction of the T2D patient CVD risk 

factors .Particle swarm optimization consists of  n number 

of samples 𝑁 moving around a D-dimensional search 

space. The process of PSO is initialized with a population 
of random number of samples with m number of features 

for each particles and the algorithm then searches for best 

optimal type-II diabetes with CVD risk factors.  The 

optimal solutions are found by continuously updating 

generations. Each T2D features samples (particles) make 

use of its own memory and knowledge gained by the 

swarm as a whole to find the best solution. The position of 

the ith T2D patients records sample features particle can be 

represented by T2D =  (T2D1 , , . . T2Di). The velocity for 

the ith patient record features can be written as vi  =
 (vi1 , vi2 , … , viD ). The positions and velocities of the 

features are confined within [T2Dmin  , T2Dmax ]D and 

[Vmin  , Vmax ]D, respectively. The best  previously visited 

position of the ith features is denoted its individual best 

position fpi  =  (fpi1 , fpi2 , … , fpiD ), a  value called fpbesti . 
The best value of the all individual fpbesti values is 

denoted the global best position g =   (g1 , g2 , … , gD) and 

called gbest. At each generation, the position and velocity 

of the ith each one of the features for T2D with CVD risk 

factors are updated by fpbesti and gbest in the swarm. It 

occurs the space featuring discrete problem in order to 

solve this problem Kennedy and  Eberhart introduced 

binary PSO (BPSO), which can be applied to discrete 
binary variables. In a binary space, a particle features may 

move to near corners of a hypercube by flipping various 

numbers of bits; thus, the overall particle velocity may be 

described by the number of bits changed per iteration. In 

BPSO, each particle features for T2D patients are updated 

can be based on the following equations: 

 

𝑣𝑖𝑑
𝑛𝑒𝑤 = 𝑤 × 𝑣𝑖𝑑

𝑛𝑒𝑤 + 𝑐1 × 𝑟1

×  fpbestid − t2did
old  + c2

× r2 × (fgbestid − t2did
old ) 

(13) 

If 𝑣𝑖𝑑
𝑛𝑒𝑤 ∉ (𝑉𝑚𝑖𝑛 , 𝑉𝑚𝑎𝑥 )  then  

𝑣𝑖𝑑
𝑛𝑒𝑤 = max min 𝑉𝑚𝑎𝑥  , 𝑣𝑖𝑑

𝑛𝑒𝑤  , 𝑉𝑚𝑖𝑛 ) (14) 

𝑆(𝑣𝑖𝑑
𝑛𝑒𝑤 ) =

1

1 + 𝑒−𝑣𝑖𝑑
𝑛𝑒𝑤  

 

(15) 

If (𝑟3 < 𝑆(𝑣𝑖𝑑
𝑛𝑒𝑤 ))  then  

𝑡2𝑑𝑖𝑑
𝑛𝑒𝑤 = 1   else 𝑡2𝑑𝑖𝑑

𝑛𝑒𝑤 = 0 
 

(16) 

In these equations, 𝑤 is the inertia weight that controls 

the impact of the previous velocity of a T2D patient records 

feature particle on its current one, 𝑟1 , 𝑟2  and 𝑟3  are random 

numbers between (0, 1), and 𝑐1 and 𝑐2 are acceleration 

constants, which control  the results of the particles . 

Velocities 𝑣𝑖𝑑
𝑛𝑒𝑤  and 𝑣𝑖𝑑

𝑜𝑙𝑑  denote the velocities of the new 

and old feature particle, respectively. 𝑣𝑖𝑑
𝑜𝑙𝑑   is the current 

particle position, and 𝑣𝑖𝑑
𝑛𝑒𝑤  is the new, updated feature 

position. In Equation (14) feature (particle) velocities of 

each dimension are tried to a maximum velocity 𝑉𝑚𝑎𝑥  . If 

the sum of accelerations causes the velocity of that 

dimension to exceed 𝑉𝑚𝑎𝑥 , then the velocity of that 

dimension is limited to 𝑉𝑚𝑎𝑥 . 𝑉𝑚𝑎𝑥  and 𝑉𝑚𝑖𝑛  are user-
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specified parameters (𝑖𝑛 𝑜𝑢𝑟 𝑐𝑎𝑠𝑒 𝑉𝑚𝑎𝑥  =   6, 𝑉𝑚𝑖𝑛  =
 −6). If 𝑆(𝑣𝑖𝑑

𝑛𝑒𝑤 )is larger than 𝑟3 , then its position value is 

represented by {1} (meaning this position is selected for 

the next update). If 𝑆(𝑣𝑖𝑑
𝑛𝑒𝑤 ) is smaller than 𝑟3 , then its 

position value is represented by {0} . 

 

 3.5 IMPROVED FUZZY C MEANS 

CLUSTERING (IFCM) 

As the first step, before the application of the 

Classification algorithms, aiming at validating the chosen 

classes using the unsupervised methods .In this work uses 

an Improved Fuzzy c means (IFCM) clustering to validate 

the preprocessed dataset, then assign class labels to similar 

cluster, the clustering algorithm. In normal FCM clustering 

methods distance measure only evaluates the difference 

between two individual data points. It ignores the global 

view of the data distribution.  Existing fuzzy c-means based 

clustering algorithms either considers only hyperspherical 

clusters in data space.  In order to overcome these problems 
in this work presents a density function measure the 

similarity or distance measures between the data points. 

However the density of data points in a cluster could be 

distinctly different from other clusters in a data set. A 

regulatory factor based on cluster density is proposed to 

correct the distance measure in the conventional FCM. It 

differs from other approaches in that the regulator uses 

both the shape of the data set and the middle result of 

iteration operation. And the distance measure function is 

dynamically corrected by the regulatory factor until the 

objective criterion is achieved.  Given a CVD risk factor 

data for type 2 diabetes dataset 𝑋 =  𝑥1 , … . . 𝑥𝑛    for every 

data point 𝑥𝑖 , the dot density is usually defined as:  

 

𝑧𝑖 =  
1

𝑑𝑖𝑗

𝑛

𝑗=1,𝑗≠𝑖

 𝑑𝑖𝑗 ≤ 𝑒, 1 ≤ 𝑖 ≤ 𝑛 
(17) 

Where 𝑒 is the effective radius for density evaluating. 
Using the cluster density, the distance measure is corrected 

as Eq. (17) 

 

𝑑 𝑖𝑗
2 =

  𝑥𝑗 − 𝑣𝑖  
2

𝑧 𝑖
 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑗 ≤ 𝑛, 

 (18) 

Thus, the optimization expression can be written as 

follows base on Eqs. (17): 

𝐽𝐹𝐶𝑀−𝐶𝐷 𝑈, 𝑉, 𝑋 =   𝑢𝑖𝑗
𝑚

𝑛

𝑗 =1

𝑐

𝑖=1

  𝑥𝑗

− 𝑣𝑖  
2  𝛼𝑖𝑘 𝑤𝑖𝑘

𝑛
𝑘=1

 𝛼𝑖𝑘 𝑤𝑖𝑘
𝑛
𝑘=1 𝑧𝑘

 

(1

9) 

 

Applying Lagrange Multiplying Method to Eq. (18), 

can obtain the two update equations given in Eqs. (20) and 

(21). 

𝑣𝑖 =
 𝑢𝑖𝑗

𝑚 𝑥𝑗
𝑛
𝑗=1

 𝑢𝑖𝑗
𝑚𝑛

𝑗=1

 1 ≤ 𝑖 ≤ 𝑐 
    

(20) 

𝑢𝑖𝑗 =
𝑑 𝑖𝑗

−2/(𝑚−1)

 𝑑 𝑘𝑗
−2/(𝑚−1)𝑛

𝑗=1

  
    

(21) 

3.6  EXTREME LEARNING MACHINE FOR 

CLASSIFICATION  

From this results finally the cluster are formed either 

class label yes or class label no for classification of type 2 

diabetes patients reduced dimensionality data in the KLD-

PCA. Finally perform classification task for unsupervised 

class labels results from Improved Fuzzy c means (IFCM) 

clustering. The clustered results are taken as input to 

extreme learning machine for prediction task of  type 2 
diabetes patient with CVD risks. In work of [21], it was 

found that ELM can provide a unified solution for a 

generalized Single Hidden Layer Neural  Network(SLFN).  

In order to perform the prediction for the T2D with CVD 

risk factors the relationship between the  unsupervised 

feature selected learning data 𝑈𝐹𝑆𝑑𝑖  and its corresponding 

relevance degree prediction of T2D patients 𝑈𝐹𝑆𝑂𝑑𝑖  that is  

approximated by the hypothesis 𝑓 (𝑈𝐹𝑆𝑑𝑖  ). The aim of 

pair wise ELM is obviously to search for a hypothesis 𝑓 () 

such that 𝑓 (𝑈𝐹𝑆𝑑𝒖
𝒊  )  >  𝑓 (𝑈𝐹𝑆𝑑𝒗

𝒊 ) if .Within the 

framework and traditional least square loss function 

provided by ELM, the problem of minimizing the training 

error 𝜉𝑢 ,𝑣
𝑖  and the norm of output weight can be 

mathematically written as 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∶
1

2
  𝛽  

2
+ 𝐶

1

2
  || 𝜉𝑢 ,𝑣

𝑖 ||2𝑛
𝑖=1       

(22) 

 

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶   𝑈𝐹𝑆𝑑𝒖
𝒊  −  𝑈𝐹𝑆𝑑𝒗

𝒊   𝛽

=  𝑈𝐹𝑆𝑂𝑑𝒖
𝒊 − 𝑈𝐹𝑆𝑂𝑑𝒗

𝒊  
− 𝜉𝑢 ,𝑣

𝑖 , 𝑖 = 1, . . 𝑛 

 

 

      (23) 

Inspired by the work of [22], graph theory helps to 

store prediction classification data in an 𝑁 × 𝑁 symmetric 

matrix 𝑾 

𝑊 =  𝑚(𝑖)

𝑛

𝑖=1

    
   (24) 

W is one type of adjacency graph, where 𝑊𝑖𝑗  =  1 if 

the two different unsupervised feature selected learning 

data 𝑈𝐹𝑆𝑑𝑖and 𝑈𝐹𝑆𝑑𝑗  are connected to the same class and 

𝑊𝑖𝑗  =  0 otherwise. All the diagonal entries are set to 1 in  

W. The corresponding Laplacian matrix L is then defined 

as L =  D − W, where 
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𝐷 = 𝑑𝑖𝑎𝑔   𝑊1,𝑗

𝑁

𝑗 =1

…  𝑊𝑁,𝑗

𝑁

𝑗 =1

    

    (25) 

Therefore, with the incorporation of graph W, (10) can 
be rewritten in a way that is more similar to traditional 

regression/classification form. Hence, only the pair wise 

relationship between samples associated with the same 

class maintains 

𝑀𝑖𝑛:
1

2
  𝛽  

2
+ 𝐶

1

2
𝑊     𝑈𝐹𝑆𝑂𝑑𝑖

𝑁

𝑖 ,𝑗=1

− 𝑈𝐹𝑆𝑂𝑑𝑗  

−  𝑓 𝑈𝐹𝑆𝑑𝑖 

− 𝑓 𝑈𝐹𝑆𝑑𝑗     
2

 

( 

                                                                               (26) 
The solution of (26) can be obtained by setting the 

derivative to zero 

𝛽 =  
𝐼

𝐶
+ 𝐻𝑇𝐿𝐻 

−1

𝐻𝑇𝐿𝑇 
    (27) 

Similar to [23], the kernel version for ranking 

problems is not difficult to be derived as 

 

𝑓 𝑈𝐹𝑆𝑑 𝑘𝑒𝑟𝑛𝑒𝑙 =  

𝐾 𝑈𝐹𝑆𝑑, 𝑈𝐹𝑆𝑑1 
.
.

𝐾 𝑈𝐹𝑆𝑑, 𝑈𝐹𝑆𝑑𝑁 

  
𝐼

𝐶

+ 𝐿Ω𝑒𝑙𝑚  
−1

𝐿𝑇 

( 

 

                                                                        (28) 

4. EXPERIMENTATION RESULTS 

The data were not specifically collected for a research 

study. As part of routine patient management, UCHT 

collected diabetic patients’ information from 2000 to 2004 

in a clinical information system. The data contained 

physiological and laboratory information for 3857 patients, 
described by 410 features. The patients included not only 

type 2 diabetic patients, but also type 1 and other types of 

diabetes such as gestational diabetes .Some measure of 

evaluating performance have to be introduced. One 

common measure in the literature [24]  is accuracy defined 

as correct classified instances divided by the total number 

of instances. The true positives (TP) and true negatives 

(TN) are correct classifications. A false positive (FP) 

occurs when the outcome is incorrectly predicted as yes (or 

positive) when it is actually no (negative). A false negative 

(FN) occurs when the outcome is incorrectly predicted as 
no when it is actually yes. In this study we use following 

equation to measure the accuracy Eq. (29), specificity Eq. 

(30), sensitivity Eq. (31) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

(29) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

(30) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 
(31) 

These parameters can be used to measure accuracy, 

sensitivity and specificity, respectively. Sensitivity is also 

referred to as the true positive rate that is, the proportion of 

positive tuples that are correctly identified, while 

specificity is the true negative rate that is, the proportion of 

negative tuples that are correctly identified. The results are 

shown in Table 1 and are found to be better than the 

accuracies of other classifiers in the related studies for 

Pima Indian diabetes dataset. 

Table 1: Prediction methods results 

Parameters K-C4.5 IFCM-

SVM 

PSO-

IFCM-ELM 

Accuracy 92.3 93.8 94.5 

Sensitivity 89.4 90.49 92.5 

Specificity 60.8 54.7 52.1 

 

 

 Figure 2: Prediction accuracy of the prediction 

methods  

Prediction accuracy of the proposed PSO-IFCM-KLM 

based prediction methods achieves higher classification 

accuracy than the existing classification methods IFCM-

SVM, K-C4.5 prediction accuracy is illustrated in Figure 2 
, since the proposed methods selects the important features  

in the T2D with CVD risk factors after the completion of 

the preprocessing and dimensionality reduction KLD-PCA. 

In proposed work perform Fast Correlation-Based Filter 
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Solution (FCBFS) similarity measurement when compare 

to existing similarity measurement method.   

Sensitivity  accuracy of the proposed PSO-IFCM-

KLM based prediction methods achieves higher Sensitivity  

than the existing classification methods IFCM-SVM and 
K-C4.5 .Sensitivity  is illustrated in Figure 3, Sensitivity 

result of the  proposed PSO-IFCM-KLM system are high 

because of the feature selection (PSO) is performed after 

the completion of the preprocessing and dimensionality 

reduction methods and Fast Correlation-Based Filter 

Solution (FCBFS) similarity measurement is performed to 

improve prediction accuracy.  

Figure 3:  Sensitivity accuracy of the prediction 

methods  

Figure 4:  Specificity accuracy of the prediction 

methods  

Specificity  accuracy of the proposed PSO-IFCM-

KLM based prediction methods achieves lesser specificity 

than the existing classification methods IFCM-SVM and 

K-C4.5 prediction specificity is illustrated in Figure 4 , the 

specificity  of the proposed system are less  feature 

selection (PSO) is performed after the completion of the 

preprocessing and dimensionality reduction methods and 
Fast Correlation-Based Filter Solution (FCBFS) similarity 

measurement is performed to improve prediction accuracy.  

5. CONCLUSION 

Type 2 diabetes confers a high degree of cardiovascular 

risk brought about by multiplicative risk factors. Analysis of 

CVD risk factors plays major importance to predict T2D 

patient’s results. In type diabetes with CVD risk factors 

finding the most important features becomes major difficult 

task and thus reduces the prediction accuracy .In order to 

overcome these problem in this work propose a particle 

swarm optimization based feature selection. In the 

proposed method  classifiers were able to achieve their best 

performance when the most important features were 

selected.  Assessment of the impact on diabetes treatment 

and complications has been made for only one prediction 
model. In  this work presents an efficient prediction model 

to analysis the risk of CVD factors in T2D patients records 

,to analysis the patients records initially the records are 

preprocessed and reduced dimension of the features using 

KLD-PCA, risk factors are calculated using FCBFS 

filtering methods, features were selected using PSO ,then 

Improved Fuzzy C Means (IFCM) clustering algorithm is 

proposed for unsupervised learning, finally Extreme 

learning machine (ELM)  is discussed to perform 

prediction of T2D with CVD risk factors.  The 

experimental results verify PSO for ELM, SVM and C4,5 
classifiers in the diabetic domain. PSO preserved the 

accuracy of the full set classifier, while using the selected 

available variables and significantly improved the 

computational efficiency of three important classification 

algorithms. 
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