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Abstract: Forecasting is the process of computation in unknown situations from the historical data. Financial 
forecasting and planning is usually an essential part of the business plan, and would be done as part of setting up 

the organization and receive funds. Financial forecasting and planning is also an essential activity to confirm a 

good management, keeping the organization financially sound is a key objective. The prediction of stock market 

has been a long time tempting topic for researchers from different fields. Stock analysts use various forecasting 

methods to determine how a stock's price will move in the ensuing day. The purpose of this paper is to explore the 

radial basis function (RBF) and function linked artificial neural network (FLANN) algorithms for forecasting of 

financial data. We have based our models on data taken and compared those using historical data from the 

Bombay Stock Exchange (BSE). The RBF and FLANN parameters updated by Particle swarm optimization 

(PSO). In this paper, we have examined this algorithm on a number of various parameters including error 

convergence and the Mean Average Percentage Error (MAPE) and comparative assessment of the RBF and 

FLANN algorithms is done. The proposed method indeed can help investors consistently receive gains. Finally, a 

simple merchandise model is established to study the accomplishment of the proposed prediction algorithm 
against other criterion. 

 

Keywords: Function Linked Artificial Neural Network (FLANN), Multi Branch Neural Network (MBNN), 

Forecasting, Particle Swarm optimization (PSO), Bombay Stock Exchange (BSE), Radial Basis Function (RBF). 

1. INTRODUCTION 

A share market is a place of high interest to the 

investors as it presents them with an opportunity to 

benefit financially by investing their resources in 

shares and derivatives of various companies. It is a 

chaos system; meaning the behavioral traits of share 
prices are unpredictable and uncertain. To make 

some sort of sense of this chaotic behavior, 

researchers were forced to find a technique which 

can estimate the effect of this uncertainty to the flow 

of share prices. Prediction of stock trend has long 

been an intriguing topic and is extensively studied 

by researchers from different fields [1]. Stock price 

prediction is one of the most important topics in 

finance and business. However, the stock market 

domain is dynamic and unpredictable. Several  

research efforts have been carried out to predict the 

market in order to make profit using different 
techniques ranging from statistical analysis, 

technical analysis, to fundamental analysis among 

others, with different results [2]. These techniques 

cannot provide deeper analysis that is required and 

therefore not effective in predicting stock market 

prices. The primary area of concern is to determine 

the appropriate time to buy, hold or sell.  Financial 

time-series has high volatility and the time-series 

changes with time. In addition, stock market's 

movements are affected by many macro-economical 

[3] factors such as political events, firms' policies, 
general economic conditions, investors' 

expectations, institutional investors' choices, 

movement of other stock market, psychology of 

investors, etc.  In particular, we are interested in the 

correlation between the closing prices of the markets 

that stop trading right before or at the beginning of 

Indian markets. The recent advancement in soft 

computing has given new dimension to the field of 

financial forecasting. Tools based on Artificial 

Neural Network have increasingly gained popularity 
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due to their inherent potency to approximate any 

nonlinear function to a high degree of accuracy [4]. 

The banks and Financial Institutions are investing 

heavily in the development of neural network 

models and have started to deploy it in the financial 

trading arena. Radial Basis Function (RBF), 
Recurrent Neural Network (RNN) and Back 

propagation in Multilayer Perceptron (MLP) [4] and 

function linked artificial neural network (FLANN) 

is the most popular tool for the task [5]. The 

optimization techniques when combined with neural 

networks make the computation derivative free 

thereby reducing the computational complexity to a 

greater extent. In mathematics as well as in 

computer science an optimization problem attempts 

to find the best possible solution among all the 

feasible solutions. The Particle swarm optimization 

is the property of a system whereby the collective 
behaviors of (unsophisticated) agents interacting 

locally with their environment cause coherent 

functional global patterns to emerge. 

 

2. LITERATURE SURVEY 

An abundance of research has gone into the 

development of models based on a range of 

intelligent soft computing techniques over the last 

two decades. Early models employed the Multi 

Layer Perceptron (MLP) architecture using 

Backpropagation algorithm, while an abundance of 
recent work is based on evolutionary optimization 

techniques such as Genetic Algorithms (GA). A 

study was done on the effect of change of network 

parameters of an Artificial Neural Network 

Backpropagation model [6] on the stock price 

prediction problem.  In addition to Artificial Neural 

Network using Backpropagation, the Probabilistic 

Neural Network (PNN) has also been employed to 

stock prediction [7]. In their work, the model is used 

to draw up a conservative thirty day stock price 

prediction of a specific stock. Another architecture 

introduced to the prediction problem is the Multi 
Branch Neural Network (MBNN) proposed by [8] 

(Yamshita, Hirasawa & Hu, 2005) and applied to 

the TOPIX (Tokyo Stock Exchange). The 

simulations show that MBNN, based on the concept 

of Universal Learning Networks (ULN), have higher 

accuracy of prediction than a conventional Neural 

Network. 

 

There are instances of application of fuzzy logic 

based models to the stock market prediction as well. 

Hiemstra proposes a fuzzy logic forecast support 
system to predict the stock prices using parameters 

such as inflation, GNP growth, interest rate trends 

and market valuations. According to the paper, the 

potential benefits of a fuzzy logic forecast support 

are better decision making due to the model-based 

approach, knowledge management and knowledge 

accumulation [9]. A hybrid model proposed by 

(Kuo, Chen & Hwang, 2001) integrates GA based 

fuzzy logic and Artificial Neural Network. The 

model involves both quantitative factors (technical 

parameters) and qualitative factors such as political 

and psychological factors [10]. Evaluation results 

indicate that the neural network considering both the 

quantitative and qualitative factors excels the neural 

network considering only the quantitative factors, 

both in the clarity of buying-selling points and 

buying and selling performance. Another hybrid 
model involving GA proposed by (Hassan, Nath & 

Kirley, 2006) utilizes the strengths of Hidden 

Markov Models (HMM), Artificial Neural Network 

and GA to forecast financial market behavior [11]. 

Using Artificial Neural Network, the daily stock 

prices is transformed to independent sets of values 

that become input to HMM. The job of the GA is to 

optimize the initial parameters of the HMM. The 

trained HMM is then used to identify and locate 

similar patterns in the historical data. Other studies 

and research in the field of stock market prediction 

using soft computing techniques include 
comparative investigation of both the Artificial 

Neural Network and the statistical ARIMA model 

(Schumann & Lohrbach, 1994) for the German 

stock index (DAX) [12]. 

 

3. THE PROPOSED SYSTEMIZATION 

MODEL 

3.1 Radial Basis Function Network 

Radial Basis Function Network, which is multilayer 

and feedforward, is often used for strict 

interpolation in multi-dimensional space. The term 
feedforward means that the neurons are organized in 

the form of layers in a layered neural network. The 

basic architecture of a three-layered neural network 

is shown in figure 1.  A Radial Basis Function 

Network has three layers including input layer, 

hidden layer and output layer. The input layer is 

composed of input data. The hidden layer 

transforms the data from the input space to the 

hidden space using a non-linear function [13]. The 

output layer, which is linear, yields the response of 

the network. The argument of the activation 

function of each hidden unit in a Radial Basis 
Function Network computes the Euclidean distance 

between the input vector and the center of that unit. 

In the structure of Radial Basis Function Network, 

the input data X is an I-dimensional vector, which is 

transmitted to each hidden unit. The activation 

function of hidden units is symmetric in the input 

space, and the output of each hidden unit depends 

only on the radial distance between the input vector 

X and the center of the hidden unit. The output of 

each hidden unit, hj, j = 1, 2, . . , k is given by 

 
Where|| || is the Euclidean Norm, cj is the center of 

the neuron in the hidden layer and Φ () is the 
activation function. 
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Figure 1. The Architecture of a Radial Basis 

Function Network 

 

The activation function is a non-linear function and 

is of many types such Gaussian, multi-quadratic, 
thin spline and exponential functions. If the form of 

the basis function is selected in advance, then the 

trained Radial Basis Function Network will be 

closely related to the clustering quality of the 

training data towards the centers. The Gaussian 

activation function can be written as 

 
Where x is the training data and ρ is the width of the 

Gaussian function. A center and a width are 

associated with each hidden unit in the network. The 

weights connecting the hidden and output units are 

estimated using a least mean square method [14]. 

Finally, the response of each hidden unit is scaled 

by its connecting weights to the output units and 

then summed to produce the overall network output. 
Therefore, the kth output of the network ŷk is 

 
Where Φj(x) is the response of the jth hidden unit, 

wjk is the connecting weight between the jth hidden 
unit and the kth output unit, and w0 is the bias term 

[15]. The Radial Basis Function Network model, 

with its mathematical properties of interpolation and 

design matrices, is one of the promising neural 

models for pattern classification and has also gained 

popularity in forecasting of financial data. 

 

3.2 Radial Basis Function Network Structure 

A Radial Basis Function Network consists of an 

input layer of source nodes, a single hidden layer of 

nonlinear processing units, and an output layer of 
linear weights, as depicted in figure 2.  

 
Figure 2. The Radial Basis Function Network 

Structure 

 

Using the terminology of this figure, we may 

describe the input, output mapping performed by the 

Radial Basis Function Network as follows 

 
Where the term φi(x; ti) is the ith radial basis 

function that computes the distance between the 

input vector x and the center ti. Gaussian kernels are 

the most commonly used in practice. When the 

centers ti correspond to the inputs xi in the training 

data set, i = 1……..n, one gets 

 
Where σi is the width of the ith radial basis function 

and is fixed by the user. The parameters wi can be 

estimated by least squares [16]. 

 

3.3 Particle Swarm Optimization 
The Particle Swarm Optimization (PSO) was 

invented by Kennedy and Eberhart1 in the mid 

1990s, while attempting to simulate the 

choreographed, graceful motion of swarms of birds 

as part of a socio cognitive study investigating the 

notion of collective intelligence in biological 

populations [17]. In Particle Swarm Optimization, a 

set of randomly generated solutions (initial swarm) 

propagates in the design space towards the optimal 

solution over a number of iterations based on a large 

amount of information about the design space that is 
assimilated and shared by all members of the swarm 

[18]. The Particle Swarm Optimization is inspired 

by the ability of flocks of birds, schools of fish, and 

herds of animals adapt to their environment, find 

rich sources of food, and avoid predators by 

implementing an information sharing perspective 

consequently, developing an evolutionary 

advantage. The basic Particle Swarm Optimization 

algorithm consists of three steps, namely, generating 

particles’ positions and velocities, velocity update, 

and finally, position update. Here, a particle refers to 

a point in the design space that changes its position 
from one move to another based on velocity updates 

[19]. The first positions, 
i

kX  , and velocities, 
i

kV , 

of the initial swarm of particles are randomly 

generated using upper and lower bounds on the 

design variable values, xmin and xmax , as expressed 

in below equations. The positions and velocities are 

given in a vector format with the superscript and 

subscript denoting the ith particle at time k. The rand 

is a uniformly distributed random variable that can 

take any value between 0 and 1. This initialization 

process allows the swarm particles to be randomly 

distributed across the design space. 
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The second step is to update the velocities of all 

particles at time k +1 using the particles objective or 

fitness values which are functions of the particles 

current positions in the design space at time k. The 

fitness function value of a particle [20] determines 

which particle has the best global value in the 

current swarm, 
g

kP  , and also determines the best 

position of each particle over time pi in current and 

all previous moves. The velocity update formula 
uses these two pieces of information for each 

particle in the swarm along with the effect of current 

motion,
i

kV , to provide a search direction, 
1

i

kV 
, for 

the next iteration [21]. The velocity update formula 

includes some random parameters, related by the 

uniformly distributed variables rand to ensure good 

coverage of the design space and avoid entrapment 

in local optima. The three values that effect the new 

search direction, namely current motion, particle 

own memory and swarm influence are unified via a 

summation perspective with three weight factors, 

namely, inertia factor w  self confidence factor, c1 , 

and swarm confidence factor, c2  serially. 

 
The original Particle Swarm Optimization algorithm 

uses the values of 1, 2 and 2 for w, c1, and c2 

respectively, and suggests upper and lower bounds 

on these values. However, the research presented in 

this paper found out that setting the three weight 

factors w , c1 , and c2 at 0.5, 1.5, and 1.5 serially 

provides the best convergence rate [22] for all test 

problems considered. Further combinations of 

values usually lead to much slower convergence or 

sometimes non-convergence at all. The tuning of the 

Particle Swarm Optimization algorithm weight 
factors is a topic that warrants proper investigation, 

but is outside the scope of this work. The weight 

factors use the values of 0.5, 1.5 and 1.5 for w, c1, 

and c2 respectively. Position update is the last step 

in each iteration. The position of each particle is 

updated using its velocity vector.  

 
The three steps of velocity update, position update, 

and fitness calculations are repeated until a desired 

convergence criterion is met. The hold-back criteria 
are that the maximum change in best fitness should 

be smaller than the specified tolerance for a 

specified number of moves S. The S is specified as 

ten moves and ε are specified as 10-5 for all test 

problems. The performance of Particle Swarm 

Optimization is depending upon the weight value, 

the larger the value of greater the global search 

capability [23], smaller the value of w greater the 

local search capability. Initially, every particle 

adjusts its position using certain characteristics such 

as the current positions, the current velocities.  

 
 

3.4 Function Linked Artificial Neural Network 

Model 

The Function Linked Artificial Neural Network has 

been developed as an alternative architecture of the 
multi-layer perceptron network with application to 

function approximation and pattern recognition. The 

Function Linked Artificial Neural Network is a flat 

network with a single neuron that has an increased 

input space given by the functional expansion of its 

initial inputs. The main advantage of the Function 

Linked Artificial Neural Network is the reduced 

computational cost in the training stage, while 

maintaining a good performance of approximation 

[24]. The Function Linked Artificial Neural 

Network is a feed-forward, single layer neural 
network with a number of enhancement nodes 

referred to as functional links. These are used as 

supplementary inputs within the network. The 

different types of non-linear enhancements have 

been investigated. A flat network results for which 

only the connection weights and the bias term must 

be learned. Thus, the back-propagation learning 

algorithm, used for adapting the Function Linked 

Artificial Neural Network parameters, becomes very 

simple [25]. The structure of a Function Linked 

Artificial Neural Network is depicted in figure 3. 

The initial N inputs of the net, un, n = 1,..., N, are 
functionally expanded to constitute the actual inputs 

of the neuron, Vm, m = 1,..., N +M . In the 

following, the functional expansion given by a sub-

set of orthogonal trigonometric functions is 

considered. This provides a more compact 

representation of the function to be approximated, in 

the mean-square sense, than other orthogonal basis 

functions. For a pre-specified order of the functional 

expansion, S, the actual inputs of the neuron are 

given by the following set 

 
In this way, M=2. S . N supplementary inputs of the 

neuron are added to the initial N ones. The single 

neuron of the network is considered to have the 

activation function of hyperbolic-tangent type 

 
Where y is the output of the neuron, [k] represents 

the sampling time instant k, θ o is the bias term, and 

x is the sum of the original and expanded neuron. S 

inputs using the connection weights wm 

 
In order to perform the identification of dynamic 

systems, the Function Linked Artificial Neural 

Network has to be provided with dynamic elements 

and appropriate learning methods. One way of doing 
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this is by considering the Function Linked Artificial 

Neural Network with external dynamic elements. 

 
Figure 3. The Structure of a Functional Link 

Neural 

Network 
 

The implementation of the dynamic elements as 

simple tapped delay units is the most applied. To 

model a non-linear process, the most suitable 

structure of the neural net is the input-output format. 

The considerateness of simplicity, a single input and 

single output dynamic system is considered. In this 

case, the input and output model procured using a 

neural network is 

 

 
Where uP denotes the process input, yp represents 

the process output, and y denotes the approximated 

output given by the trained Artificial Neural 

Network [26]. The maximum time delays ku and k y 

are the dynamic orders of the process, and d denotes 

the dead time. The number of time delay units 

requires that the system dynamics must be known 
beforehand. In practice, a trial-and-error tuning of 

these parameters is applied [27]. The Artificial 

Neural Network with internal dynamic elements 

overcomes this drawback. The dimension of the 

input space of the Artificial Neural Network with 

external dynamics increases, depending on the 

number of the used past values of the input and the 

output of the process to be modeled. 

 

3.5 Using Bombay Stock Exchange Network 

Input Selection Data  
The data for the stock market prediction experiment 

has been collected for Bombay Stock Exchange 

(BSE). The time series data of all the stock indices 

were collected from between January 2005 to 

January 2011. The data collected for the stock 

indices consisted of the cessation price, 

commencement price, and undershot value on the 

day, exalted value in the day and the total volume of 

stocks traded in each day of Bombay Stock 

Exchange. Bear in mind that one day cessation price 

of the index can be slightly different from the next 
day commencement price, due to the introduction of 

after hours trading between institutions private 

exchanges. The proposed forecasting model is 

developed to forecast the cessation price of the 

index in each day of the forecast period. The 

technical pointer looks to predict the future price 

levels, or simply the common price flank, of a 

security by looking at past patterns. The many 

technical pointers used by traders. The indicators 
have been selected as input to the network, which 

has been used before by many researchers for stock 

market forecasting problems.  We have been 

selecting the five parameters so that our analysis 

takes into account various factors into thought 

including tempo factor, volume of trade and any 

arbitrary spurt in prices which are normally 

changeable. These five parameters accompanied by 

the present day input form the six inputs into the 

system. Nevertheless, many other parameters can be 

derived from the input data which depict various 

behaviors of the data set. 
  

4.  EXPERIMENTAL RESULTS 

The data samples are divesting from BSE stock 

exchange data. Data samples are accumulated from 

the historical values of Bombay Stock Exchange 

data. We make use of models using Radial Basis 

Function Network and Function Linked Artificial 

Neural Network structure where the parameters of 

each of the structure are updated using either 

Particle Swarm Optimization learning. In this paper 

we are using 1800 days data on BSE is sufficient 
enough to train the two models for 1 day, 30 days, 

and 90 days afore prediction shown in figure 4, 5 

and 6. The Function Linked Artificial Neural 

Network is single neuron architecture. Each input is 

echeloned up into five branches, each being a 

segregate function of the primary input. Thereby 

efficaciously we now have five times the primary 

inputs we had presumed that go as inputs to the 

single neuron. For our experiment we have taken 6 

input parameters for each pattern. 

 

The Radial Basis Function has one layer hidden 
layer having 6 midpoints. The energizing function is 

a Gaussian one which depends on the radial distance 

which is distance of input sample from the referred 

by midpoints. Thereby the first layer is a non linear 

reliance on. The outcome is multiplied by a weight 

corresponding to each center and all of these are 

summed up to give a value which is called the plant 

output. The parameters are trained using particle 

swarm optimization shown in figure 7, 8 and 9. The 

total data set of a particular Bombay Stock 

Exchange stock market index is echeloned up into 
two, one for training of the network and the rest for 

testing the performance of the network after 

jellification the weights. The particle swarm 

optimization is used to train parameters of the 

structure using particles. We have used 22 particles 

by which each particle represents a solution to the 

problem. These parameters as a whole represent one 

particle and each particle discovery optimal solution 

to the problem. Every particle has a fitness value 

associated with it and it is an error in our usage. The 

objective is to make each particle discovery of the 
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optimal suitable solution and in turn abbreviate 

error. The Mean Absolute Percentage Error (MAPE) 

is used to admeasure the executions of the trained 

prediction model for the test data. 

 

 Figure 4. First Day Prediction for BSE Data 

using FLANN Parameters with PSO 

 

 Figure 5.  Thirty Days Prediction for BSE Data 

using FLANN Parameters with PSO 

 

 Figure 6. Ninety Days Prediction for BSE Data 

using FLANN Parameters with PSO 

 

Figure 7. First Day Prediction for BSE Data 

using RBF Parameters with PSO 

Figure 8. Thirty Days Prediction for BSE Data 

using RBF Parameters with PSO 

 

Figure 9. Ninety Days Prediction for BSE Data 

using RBF Parameters with PSO 

 

Table 1: The FLANN and RBF Model 

Comparison through MAPE for BSE Data 

 
 

5. CONCLUSION 

Financial Forecasting or in particular Stock Market 

prediction is one of the hottest fields of disquisition 

lately due to its commercial applications owing to 
the high stakes and the kinds of seductive advantage 

that it has to offer. The predicting the price 

gesticulation in stock markets has been a major 

defiance for common investors, businessmen, 

brokers and speculators. The primary area of 

concern is to determine the reasonable time to buy, 

hold or sell. In their looking-for to forecast, the 

investors assume that the future trends in the stock 

market are based at least in part on present and past 

events and data. The prediction of stock trend has 

long been an intriguing topic and is extensively 

studied by researchers from different fields.  In this 
paper, we are proposing the model uses functional 
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linked artificial neural network (FLANN) and 

Radial basis function (RBF) algorithm respectively, 

for predicting the Bombay Stock Exchange Stock 

Price Indices for First Day, Thirty Days, Ninety 

Days. In this paper Radial basis function and 

functional linked artificial neural network 
parameters updated by Particle swarm optimization 

(PSO). The Mean Absolute Percentage Error 

(MAPE) is calculated for performance assessment. 

In our lucid simulations, we tested our algorithms on 

Bombay Stock Exchange (BSE) stock exchanges. 

The outcome is compiled along with the response 

plots. The experiments show that FLANN 

parameters updated with PSO algorithm give the 

optimal outcome.  
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