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Abstract: Text Summarization is a process of giving the shorter version of a text document. For the research scholars who want to 

do research on a particular domain have to search a lot of documents. It is very difficult and it takes a lot of time to go through 
the domain, in this case there is a chance of missing some key word in those documents.  To get rid of this problem it is better to 
have a summary of a document. Summarizer gives the summary of a paper. The summarizer can be developed using some 
algorithms like Sentence Position, Sentence resemblance to the title,   Lexical Similarity etc. The main aim is to reduce the body 
of the text and maintaining coherence and avoiding redundancy. 
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1. Introduction 

The volume of increasing the information in internet 

is increasing day by day. As a result referring that 

large amount of data is very difficult in this real 

world. This text summarization makes easier for the 

natural language processing applications. 
Applications such as information retrieval, Question 

answering and text comprehension etc.  Text 

summarization will help users to manage lot of time 

and information by extracting the information from 

various documents of the same domain. These 

emerging technologies will bring new challenges in 

this research which is required to be solved. It is very 

essential to have an overview and analyze about the 

past and the present progress and highlighting the 

main advanced achievements and then outlining the 

limitations. This paper describes the customized 
algorithms.   

2. Literature Survey 

 

To solve this problem the solution is to use a 

summarizer with some algorithms. The algorithms 

used represent the original text, perform sentence 

scoring and having a summary of several sentences. 

There are multiple ways to get this summarizer such 

as word frequency, lexical similarity, and word co-

occurrence.Text Summarization methods can be 

classified into extractive and abstractive 

summarization. An extractive summarization method 
consists of selecting important sentences, paragraphs 

etc. from the original document and concatenating 

them into shorter form.An Abstractive summarization 

attempts to develop an understanding of the main 

concepts in a document and then express those 

concepts in clear natural language [1]. Before 

creating the summary of a text, first it is pre-

processed by segmentation, tokenization, and 

removal of stop words and stemming. Summarization 

can also be single document or multiple documents. 
Single document summarization is summary 

generated from a document while multiple document 

summarizations   is summary generated from two or 

more related documents. According to type of 

summary, different approaches are employed [3]. The 

original method of Luhn assigned weights to each 

sentence of the document according to statistical 

criteria, in fact, a simple function   of the number of 

high frequency words occurring in the sentence [9]. 

There are multilingual platforms that support, at 

most, 2 languages by proposing a language 
independent summarization platform that provides 

corpus acquisition, language classification, 

translation and text summarization for   different 

languages [11]. When going through the multiple 

documents on the same domain redundancy is the 

major issue to be taken care off and since there are 

multiple documents there should be only one clear 

summary. There is less focus on the precision with 

respect to the text context. Some papers describe a 

simple approach of searching through a single or a 

multiple documents is a simple one or searching with 

the help of a multiple key words and the results are 
provided in a well-defined format. 
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3. Proposed Work 

To design a Text summarizer there are some 

specifications such as functional specifications and 

program specifications. 

3.1 Functional Specifications: 

The functional specificationof the compendium 

generator is mainly to generate accurate key phrases 

after parsing a document. When multiple papers on a 

same domain is given then the summary generated is 

based on the level of coherence between the papers 
given. The redundancy between the papers is 

eliminated. 

The summarizer first uses Text Segmentation. Text 

segmentation is done to eliminate the stop words. 

Stop words are the words they are too common and 

irrelevant such as „a‟, „an‟, „,‟,‟‟. Text segmentation 

also stems the words. The sentences can be ranked. 

The sentences are ranked using some combination of 
the algorithms. After obtaining the rank the sentences 

are choose based on the rank of the sentences. This 

can be done by maintaining the correlation with the 

base idea. The next step is to summarize the 

document   belongs to the same domain.  

The redundancy statements between the documents 

are eliminated. In the same way the coherence 
between the documents of the same domain is also 

presented. The possible links between the multiple 

papers of the same domain are also presented. 

3.2 Program Specifications: 

Some algorithms are used: 

3.2.1 Sentence Position: The position influences the 

importance of the sentence. In generally the most 

important sentence comes at the beginning of the 

paragraph. 

3.2.2 Sentence Resemblance to the Title: This 

means that there is a vocabulary overlap between the 

various sentences and the title of the document. 

3.2.3 Lexical Similarity: Lexical Similarity is based 

on the assumption that the important sentences are 

identified using the strong chains. 

3.3 Natural Language Tool kit: 

NLTK is the best platform to do the python programs 

and work with the human language data. It is very 

easy and interfaced with the 50 corpora and the 
lexical resources. The Natural Language Toolkit is a 

suite of program modules, data sets, tutorials and 

exercises, covering symbolic and statistical natural 

language processing. NLTK is written in Python and 

distributed under the GPL open source license. Over 

the past three years, NLTK has become popular in 

teaching and research. We describe the toolkit and 

report on its current state of development. Lexical 
resources such as the word net along with the text 

processing libraries for the classification stemming, 

tokenization,   parsing and semantic reasoning. These 

are active. These are computational linguistics. This 

natural language tool kit is useful for linguistics, 

engineers, students, researchers and educators. This 

tool kit is available for Windows, Mac OS, and Linux 

operating systems. NLTK is free, open source.  

4. Methodology 

The input is given as a text file of any size and 

contains any number of words to the text summarizer 

then the text segmentation is done. Under text 

segmentation stop words (The set of words which are 

present in the stop words package if we want any 

specific words we are able to add those words) are 

removed and stemmer is used. After the text 

segmentation the algorithms such as Sentence 

Positioning and sentence scoring algorithms are used. 

These algorithms are described below of this paper. 
Some sentences will be repeated which is known as 

redundancy.  The repetition of the statements is to be 

eliminated so redundancy removal is used.  At last 

the summary for the given input is generated. 

 

Figure 1: Methodology 

5. Implementation 

 

The whole project is divided into four modules. 

Among the modules the first module is Text 
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Segmentation. Three main steps take place in this 

module are: 

Lemmatization:It is a process of converting the 

word to its root form. For example words like says, 

said belongs to the root word say. 

Stemmer: It is similar to a lemmatized. Stemmer 

stems the words but a lemmatize will convert the 

word to its root form. For example laughed, laughing 

words will be stemmed as laugh 

Stop Words Removal: Stop words are removed or 

eliminated in this step which means that continuously 

repeated words are removed. 

The second module is Sentence Ranking. Since the 

sentences are tokenized the sentences are ranked 
using the Sentence Positioning and Ranking 

algorithms. 

Sentence Position: The position influences the 

importance of the sentence. In generally the most 

important sentence comes at the beginning of the 

paragraph. 

Sentence Resemblance to the Title: This means that 

there is a vocabulary overlap between the various 

sentences and the title of the document. 

Lexical Similarity: Lexical Similarity is based on 

the assumption that the important sentences are 
identified using the strong chains. 

5.1 Text Summarizer design 

 

ALGORITHM: 

1. Importthe different packages from NLTK and 

others like sent_tokenize, work_tokenize, storpwords, 

defaultdict, punctuation, nlargest 

2. Initialize the text summarizer. Words that have a 

frequency term lower than min_cut or higher than 

max_cut will be ignored. 

3. Compute the frequency of each of word. 

   Input: word_sent, a list of sentences already 

tokenized. 

   Output:  

Frequency, a dictionary where frequency[w] is the 

frequency of w. 

4. Return a list of n sentences which represent the 

summary of text. 

5. Print the title. 

6. Return the first n sentences with highest ranking. 

6. Experimental Results 

In this text summarization input is given as text 

document with an extension “.txt” After successful 

compilation the execution is to be done in command 

prompt of Kubuntu operating system. When the 

command prompt appears the output can be viewed 

by giving the file name with an extension of “.py” 

since it is code is written in python. 

Input: 

Figure 2: Input Text Document 

Output: 

Output of the text document that is taken as input in a 

.txt file and execute it using Python. 

Figure 3: output after summarizing the document 
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7. Conclusions and Future Work 

 

We have employed new packages of python in text 

summarizer. As expected, the summarizer works best 

on all the text documents. Our approach exploits the 

best out of many possibly complimentary techniques. 

In future we plan to design a summarizer called 

Compendium Generatorwhich gives the summary 

of an IEEE paper and also checks the coherence of 

the different set of IEEE papers. 
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