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Abstract: In this paper an object oriented programing accuracy prediction system has been proposed based on unbiased 
iteration particle swarm optimization (UIPSO). First the object oriented modules have been uploaded in the framework then 

it is categorized in different k-modules. According to the user choice it is selected. The selected module is then tested by chi-

square test and if qualifies then checked by software quality metrics like FM, OR and P. Finally the accuracy is calculated 
based on UIPSO. The obtained results show that the results are outperforms from the previous method in terms of accuracy 

and error rates. 
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1.INTRODUCTION 
 

To foresee about the great nature of the projects or 

the product, module is an important term [1]. 

Software quality estimation is most important 

research areas in the field software engineering that 

attracts the experts. A lot of methods have already 

been developed in the area of software quality 

estimation [2]. The main objective of software quality 

estimation is to discover the tasks within software 

which are prone to errors so as to minimize the 

maintenance cost of the software and these 

precautions of errors will improve the quality of 

software [2, 3]. Software maintenance is time and 

resource consuming activity. Tracking the defect as 

early as possible in a software life cycle will not only 

improve the effective cost but will also help to 

achieve the customers’ satisfaction and reliability of 

the software developed. Subsequent to examining a 

few exploration woks around there, we go over with 

two principle issues. First is the commotion and 

second which is the principle issue is the parameter 

on which you can sort the projects for the 

improvement [1].  

 

There are for the most part two sorts of clamor in the 

class of information quality and programming 

parameters. The first is worry with the mislabeled 

programming modules, brought on by programming 

engineers neglecting to distinguish, neglecting to 

report, or basically disregarding existing 

programming flaws [4]. Uprooting such boisterous 

occasions can altogether enhance the execution of 

adjusted programming quality-estimation models 

[5]. Another principle test is that, in certifiable 

programming ventures, we have to discover the 

parameters on that we can assess the quality [6-8]. 

So there is the expectation system on the premise 

we can learn and anticipate [9]. So there is the 

need of managed and unsupervised methodology, 

which we will examine in the ensuing subsections 

[10]. 

 

Software quality assessment is growing in this era 

due to the demand of object oriented modularity. 

Estimation of software quality is a major concern 

today. Different researchers have used different 

software parameter and metrics for quality 

classification or fault prediction models. The most 

used are f-measure, odd ratio and power. In this 

paper different aspects of software quality 

estimation evolving object-oriented programs 

have been analyzed and discussed. The 

parameters used and object oriented programming 

properties selection have been discussed along 

with the applicability and reusability parameters. 
 

2.LITERATURE SURVEY 

 

In 2012, Sodiya et al. [11] proposed a 

survivability model. It is for object-oriented 

software system. It has been proposed for the 

purpose of solving the problem of software 

degradation. The authors have been observed that 

the software programs can prevent code 

degradation.  
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In 2012, Dantas et al. [12] suggested that the code 

composition can be flexible by the expressive 

mechanism of object-oriented programming 

techniques. It provides a support to the programmers 

in factoring the complexity of a program. It also 

provides the evolution. The properties of composition 

code might introduce new flavours of complexity, 

and in turn cause side effects on program 

evolvability. They proposed a framework for 

supporting programs structured with different 

structure composition.  

 

In 2013, Saraiva [13] suggested the problem of metric 

selection for the experiment in object-oriented 

software metrics (OOSM) is a big problem. So 

authors have been suggested different usages of 

OOSM metrics in academia and industry 

 

In 2014, Sharma et al. [14] suggested that the quality 

attributes can be overwhelmed by the size of 

program, control structure and module interfaces. 

They have selected metrics based on the past research 

for the evaluation purpose. The evaluations have been 

done by open source data metrics, principal 

component analysis (PCA) and principal axis 

factoring (PAF) for the redundant information 

elimination. The results proved that the maximum 

metrics are comparable. 

 

In 2014, Singh et al. [15] suggested that the unique 

features of object-oriented programming language 

have been used in designing the new tools but it also 

causes redundant complexity in case of improper use. 

They also suggested that it is hard to debug. They 

have provided an analysis based on the inheritance 

metrics. According to the authors new metrics can be 

capable in adding shared properties and methods 

which are useful in acting as the additional 

parameters. 

 

In 2015 Padhy et al. [16] discussed the role of 

reusability. They have suggested the pros and cons 

from different researchers for analyzing the 

reusability. They have tried to focus on the need of 

reusability.  

 

In 2015, Beniwal et al. [17] suggested that the testing 

is important in the development process. It ensures 

the reliability and the quality of the software. It is 

based on the effectiveness of the software and 

programming metrics. The authors have explained the 

roles of testing these metrics in object oriented 

programming languages. For this they have applied it 

on different projects and found the usefulness in g the 

software development process. 

 

In 2015, Zhabelova et al. [18] suggested that the 

software metrics are useful in assessing the quality 

and modules identification. It also emphasized the 

cost of testing and maintenance. They have provided 

an analysis based on different metrics. According 

to the authors new metrics can be capable in 

analyzing power system protection software. 

They suggested that it can save the cost by the 

addition of additional parameters. 

 

In 2015, De et al. [19] suggested that the object 

oriented programming provides efficient control 

in terms of complexity. So it can achieve faster 

development, better cost reduction, good quality, 

easier maintenance, increased scalability, better 

information structures, and increased adaptability. 

They have focused the limitations and the 

advantages. 

 

In 2015, Suri et al. [20] suggested that the 

software metrics can be applied for the software 

development process and quality improvement. 

They have applied frequency and descriptive 

analysis for the metrics used. They have used 

cohesion, coupling and inheritance characteristics 

as the metrics for experimentation. 

 

In 2016, Pawade et al. [21] differentiated different 

software complexity metrics in the basis of 

procedural and object oriented approach. They 

have found the problem of data size increase and 

complexity and maintability. They discussed 

various procedural and object oriented software 

metrics in this respect. For this they have 

calculated sample code complexity by using 

different procedural metrics. Their results indicate 

that the complexity for same code differs from 

metric to metric.  

 

In 2016, Abilio et al. [22] suggested ffeature-

oriented programming (FOP) to implement 

software product lines. It is on composition 

mechanisms that are also called refinements. They 

have selected metrics based on the observations 

from the previous works and finally it is 

compared for the performance parameters. 

 

3.PROPOSED WORK 

 

The object oriented programming accuracy 

prediction system has been presented in this 

paper. Object oriented modules are considered as 

the dataset. It is based on four object oriented 

properties as class module, object module, 

inheritance module and dynamic behaviour 

module. Six different clusters are considered for 

filtering the data based on the properties. If 

categorized the data according to the choices 

determined by the different groups of properties. 

For sending the data for quality testing it is first 

tested by chi-square test. It is checked by 

expected (E) and observed values (O). 


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Then object oriented metrics are applied for the 

quality metrics. F-measure (FM), odd ratio (OR) and 

power (P) have been used for quality estimation. In 

this section we discuss the above in details. 

 

True positive (TP), false negative (FN) and false 

positive (FP) determine the FM ratio. It is also 

determined through precision (P) and recall (R). It is 

used as the evaluation metrics. 

FM= (2 * P * R) / (P + R) 

 

Where: 

P = TP / TP + FP  

R = TP / TP + FN 

 

OR provides the accuracy of association of outcome 

and the input.   

OR= 2* R (1-P) / (1-P * R) 

 

Power (P) is defined as: 

P= ((1-P)k-(1-R)k) 

 

Then final accuracy has been obtained by unbiased 

iteration particle swarm optimization (UIPSO). In this 

process in each iteration the additive factor is random 

so the results are unbiased irrespective of iteration. 

 

UIPSO Algorithm 

INS –Input set 

FA– Final accuracy 

RT – Random trail 

RT P –Random trail previous 

N–Total number of attributes 

 

Input:  

 INS(INS1, INS2…. INSn) 

Output: 

 FA1, FA2,…… FAn 

 

Step 1: Input values from software metrics have been 

assigned. 

Step 2: The values are initialized as the swarm values. 

Step 3: Initial assignment not required any updations. 

Step 4: Iteration process 

i=1 to 5 do 

Xi= (INS1 + INS2 + INS3 + ……….+ INSn)/N 

 If (INSti+1 > INSti) 

 Si+1 = Si 

 while; 

For 2 to 5 

Xi+1= Xi + (INS1 X RTi + INS2 X RTi + INS3 X RTi + 

……….+ INSn X RVi)/n- RT Pi 

 If (INSti+1 > INSti) 

 Si+1 = Si 

 while; 

Step 5: Accuracy as the results achieved. 

Step 6: Finish 

 

It is applied to calculate the overall and average 

object oriented programing accuracy prediction 

using unbiased iteration particle swarm 

optimization (UIPSO). The flowchart shown in 

figure 1 shows the overall phenomena. First the 

dataset is uploaded in the system, then k-selection 

is performed and then testing is done through chi-

square test. Then software quality metrics have 

been applied and the classification accuracy has 

been created by UIPSO. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Flowchart 

 

4.RESULT EVALUATION 

 

In this paper the results are shown based on 11-20 

group cluster. The result for FM based on class 

module, object module, inheritance module and 

DMA are shown in table 1. The result for OR 
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based on class module, object module, inheritance 

module and DMA are shown in table 2. The result for 

P based on class module, object module, inheritance 

module and DMA are shown in table 3. Overall 

comparison is shown in table 4. The result accuracies 

are shown and comparison with previous method 

is shown in figure 1 to figure 4. Error comparison 

is shown in figure 5 to figure 6. 

 

Table 1: F-measure 

Sno File name Class Object Inheritance DMA 

1 P10.java 0 0 0 0 

2 P11.java 0.24 0 0.86 0 

3 P12.java 0.31 0.03 0.86 0.03 

4 P15.txt 0 1.1 0.86 1.1 

5 P5.java 8.78 2.78 0 2.78 

6 P9.java 0 0.1 0.86 0.1 

 

Table 2: OR ratio 

Sno File name Class Object Inheritance DMA 

1 P10.java 0 0 0 0 

2 P11.java 0.16 0 0 0 

3 P12.java 0.19 0.03 0 0.03 

4 P15.txt 0 1.15 0 1.15 

5 P5.java 0.91 0.79 0 0.79 

6 P9.java 0 0.07 0 0.07 

 

Table 3: P ratio 

Sno File name Class Object Inheritance DMA 

1 P10.java 0 0 0 0 

2 P11.java 0.16 0 0 0 

3 P12.java 0.19 0.03 0 0.03 

4 P15.txt 0 1.15 0 1.15 

5 P5.java 0.91 0.79 0 0.79 

6 P9.java 0 0.07 0 0.07 

 

Table 4: Overall comparison 

Sno File name FM OR P 

1 P10.java 0.0 0.0 -0.0 

2 P11.java 1.1 0.16 -0.16999999999999998 

3 P12.java 1.23 0.25 -0.21999999999999997 

4 P15.txt 3.06 2.3 0.1 

5 P5.java 14.339999999999998 2.49 46.699999999999996 

6 P9.java 1.06 0.14 -0.16 
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Figure 1: Accuracy with I1 

 

Figure 2: Accuracy with I2 
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Figure 3: Accuracy with I3 

 

Figure 4: Accuracy with I4 

 

Figure 5: Error (%)-Min 

 

 

Figure 6: Error (%)-Max 
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5. CONCLUSION 
 

This paper deals with the object oriented modules 

quality prediction. The comparison parameters are 

accuracy and error rates. The dataset is first tested by 

chi-square test and then the qualified data is then 

checked by FM, OR and P. The final values obtained 

by this process are then input to the UIPSO for the 

accuracy and error rates calculation. The results 

obtained are improved from the previous method. In 

future it can be extended with the methods presented 

in [24, 25]. 
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