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Abstract:  In this paper we have analysed that which of the algorithms leads to efficient generation of cluster for gene data so 

that making use of the existing algorithms such as Hierarchical, partitional, fuzzy k-mean and ART1 NN and takes input from 

the NCBI and provide input to above algorithms and find the time taken to produced the result and also takes reference 

sequence from the NCBI and compare the clustering result with the reference sequence then decide how much of presentence 

the clustering result match with the reference sequence and with minimum amount of time after that rank all these algorithms in 

rank wise and depending upon this rank the developer pick the algorithm and develop their application.  
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I. INTRODUCTION 

Cluster analysis groups objects (observations, events) 

based on the information found in the data describing the 

objects or their relationships. The goal is that the objects in 

a group will be similar (or related) to one other and different 

from (or unrelated to) the objects in other groups. The 

greater the similarity (or homogeneity) within a group, and 

the greater the difference between groups, the “better” or 

more distinct the clustering. The definition of what 

constitutes a cluster is not well defined, and, in many 

applications clusters are not well separated from one 

another. Nonetheless, most cluster analysis seeks as a result, 

a crisp classification of the data into non-overlapping 

groups. Fuzzy clustering, described in an exception to this, 

and allows an object to partially belong to several groups. 
 

Common Proximity Measures  

Distance Measures: The most commonly used proximity 

measure, at least for ratio scales (scales with an absolute 0) 

is the Minkowski metric, which is a generalization of the 

normal distance between points in Euclidean space. It is 

defined as
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where, r is a parameter, d is the dimensionality of the data 

object, and xik and xjk are, respectively, the kth 

components of the ith and jth objects, xi and xj. The 

following is a list of the common Minkowski distances for 

specific values of r 

1) r = 1. City block (Manhattan, taxicab, L1 norm)    

distance. A common example  of this is the Hamming 

distance, which is just the number of bits that are  different 

between two binary vectors. 

2) r = 2. Euclidean distance. The most common measure of 

the distance between  two points. 

3) r → ∞. “supremum” (Lmax norm, L∞ norm) distance. 

This is the maximum difference between any component of 

the vectors.. 

 

Basic Clustering Techniques 

Many different clustering techniques that have been 

proposed over the years. These techniques can be described 

using the following criteria [1]: 

 Hierarchical vs. partitional (nested and unnested). 

 Divisive vs. agglomerative 

 Incremental or non-incremental. 

 
Hierarchical vs. partitional (nested and unnested). 

Hierarchical techniques produce a nested sequence of 

partitions, with a single, all inclusive cluster at the top 14 
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and singleton clusters of individual points at the bottom. 

Each intermediate level can be viewed as combining 

(splitting) two clusters from the next lower (next higher) 

level. 

 

Divisive vs. agglomerative. Hierarchical clustering 

techniques proceed either from the top to the bottom or 

from the bottom to the top, i.e., a technique starts with one 

large cluster and splits it, or starts with clusters each 

containing a point, and then merges them. 

 

Incremental or non-incremental. Some clustering 

techniques work with an item at a time and decide how to 

cluster it given the current set of points that have already 

been processed. Other techniques use information about all 

the points at once. Nonincremental clustering algorithms 

are far more common.[6]. 

II. SPECIFIC CLUSTERING TECHNOLOGY 

K-means is one of the simplest unsupervised learning 

algorithm that partition feature vectors into k clusters so 

that the within group sum of squares is minimized. The 

procedure follows a simple way to classify a given data set 

and looks like that: 

Step 1: start 

Step 2: place randomly initial group centroids   

Step 3: Assign each object to the group that has the closest 

centroid 

Step 4: if the positions of the centroids didn’t change go to 

 the next step else go to step 2. 

Step 5: End. 

So, using this K-mean algorithm generate the clusters by 

using the centroids and distance. Which data point is very 

close to the centroids that data point belongs to that cluster. 

fuzzy K-mean: This algorithm works by assigning 

membership to each data point corresponding to each 

cluster center on the basis of distance between the cluster 

center and the data point. More the data is near to the 

cluster center more is its members hip towards the 

particular cluster center. Clearly, summation of 

membership of each data point should be equal to one 

Let  X = {x1, x2, x3 ..., xn} be the set of data points and V = 

{v1, v2, v3 ..., vc} be the set of centers. 

 

Step 1: Start 

Step2 :  Randomly select ‘c’ cluster centers. 

Step 3: Calculate the fuzzy membership 'µij' using below 

Equation (5.1) 
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Step 4: Compute the fuzzy centers 'vj' using below 

Equation (5.2) 
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Step 5: Repeat step 2) and 3) until the minimum 'J' value is 

achieved or ||U
(k+1) 

- U
(k)

|| < β.        

 

‘k’ is the iteration step.  

‘β’ is the termination criterion between [0, 1].  

‘U = (µij)n*c’ is the fuzzy membership matrix.  

‘J’ is the objective function. 

So, using the fuzzy C-means algorithm generate the 

cluster this is based on the fuzzy member ship matrix. 

 

ART1 NN [Adaptive resonance theory1 neural network]  

 

Step 1: Start 

Step 2: Start with no cluster prototype vector 

Step 3: Let I= next input vector 

Step4: Find the closest cluster prototype vector and say 

this cluster vector T 

Step 5: If T is too far from I or if there are no cluster 

prototype vector yet then create  

 new cluster, with prototype vector equal to i. 

output to index of this cluster. Then  

 go to step 1 

Step6: otherwise (T is close to i) update T by moving it 

closer to I. output the T’s index.  

  Go to step 1. 

So, using the ART1 algorithm also generates the cluster 

based on the prototype vector initially prototype vector is 

null this will update depending upon the output index 

values. 

Archicture Design:  
 
Pre and Post Processing: Sometimes the quality of the 

clusters that are found can be improved by preprocessing 

the data. For example, when we use the squared error 

criteria, outliers can unduly influence the clusters that are 

found. Thus, it is common to try to find such values and 

eliminate them with a preprocessing step. 

Another common approach uses post-processing steps to 

try to fix up the clusters that have been found. For example, 

small clusters are often eliminated since they frequently 

represent groups of outliers. Alternatively, two small 
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clusters that are close together can be merged. Finally, 

large clusters can be split into smaller clusters. 

 

While pre- and post-processing techniques can be effective, 

they are based on heuristics that may not always work. 

Furthermore, they often require that the user choose values 

for a number of parameters. 

 

 

 

 

 

 

 

 

III. EXPERIMENT RESULT 

In this paper executing cluster analysis algorithms and find 

out the time taken to produced the result as well as how 

much of reference sequence is match with resultant cluster. 

A. Initial patterns:The bellow fig1  illustrates the initial 

centroid how it looks here fetching the Ruspini DNA 

sequence  

 

Fig 1: original initial patterns 

B. Hard partition algorithms: The below fig2 

showbench mark result for the ruspini sequence. 

 

Fig 2: Hard partition algorithms 

 

C. Hierarchical Clustering:The below fig3 show the 

Dendogram result for the Ruspini sequence 

 

Fig 3: Dendogram representation of Hierarchical 

Clustering 

D. Comparision of clustering algorithms: The below fig4 

show the comparison of above algorithms and from this 

chart conclude that all Partitional algorithms 

(DBH,DFB,AFB,ABF,K-means) takes minimum 

amount of time to produces cluster and it match only 

45% of reference sequence and Fuzzy and ART1 NN 

algorithm also takes very small amount of time to 

produce cluster but it match only 15 and 20% of 

reference sequence and hierarchical clustering it takes 

more time but it match the 90% of reference sequence   

 
Fig4: Comparison of clustering algorithms 
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