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Abstract: The management and analysis of big data has been recognized as one of the majority significant promising 
requirements in recent years. This is because of the pure volume and growing complexity of data creature created or 

composed. Existing clustering algorithms cannot grip big data, and consequently, scalable solutions are essential. 

The experimental analysis will be accepted out to assess the practicability of the scalable Possibilistic Fuzzy C-

Means (PFCM) clustering technique and partial Fuzzy C-Means (PFCM) clustering technique.. Two-stage and two-

phase fuzzy C-means (FCM) algorithms have been report. In this paper, to exhibit that the Hybrid FCM clustering 
algorithm (HFCM) can be enhanced by the utilization of static and dynamic single-pass incremental FCM measures. 

Proposed technique finds upper head over existing technique in terms of accuracy, classification error entitlement 

and time. To observed that multistage clustering can speed up convergence and advance clustering superiority. 

Keywords: Data clustering Algorithm, Portioning, Data Mining, Fuzzy C Mean, Hybrid FCM clustering algorithm. 

I. INTRODUCTION 

Data analysis is measured as an extremely significant 
science in the real world. Data mining technology has 

appeared as a means to recognize patterns and trend 

from huge quantity of data. Data mining is a 

computational intelligence regulation that contributes 

tools for data analysis, finding of novel information, 

and self-sufficient decision creation clustering. Fuzzy 

C-Means, Possibilistic Fuzzy C-Means, parallel k-

means Fork/Join preface Algorithms should be 

proficient, scalable and find high accuracy resolution. 

In regulate to facilitate big data to be process; the 

Parallelization of data mining algorithms is 

paramount. Parallelization is the act of designing a 
computer program or system to process data in 

parallel. The work complete by every task, often 

called its grain size, can be as little as a single 

iteration in a parallel loop or as huge as a complete 

procedure. When a purpose can be broken up into 

huge parallel tasks, the request is called a coarse 

grain parallel application. Fuzzy clustering, which 

represent the oldest constituent of soft computing, are 

appropriate for handling the issue related to 

understandability of pattern, imperfect noisy data, 

mixed media information and individual interface, 

and can provide estimated resolution faster. They 

have been frequently used in determine out clustering 
and functional dependencies and data classification. 

To observe that multistage clustering can speed up 

convergence and advance clustering superiority. Two 

frequent behaviors to partition working out are 

assignment partitioning, in which the remainder of 

this paper is as follows. Section 2 initiates the 

clustering and fuzzy clustering in exacting. The 

subsequent section discusses related work in the 

region of big data processing. In Section 4, the 

implementation is explained in particular and the 

experimental setup and results and Section 5 

conclude this work delineation the conclusion 
obtained. 

II. RELATED WORK 

 

M. Omair Shafiq  at al[1]In this paper, primary get 

the classical k-means clustering algorithm  and 

expand it in context of MapReduce paradigm so that 

to can achieve clustering on huge amounts of data 

without running into memory issue or having to 

traverse during data a number of times. After that we 
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additional extend the MapReduce based k-means 

clustering algorithm to classify events into dissimilar 

clusters, hence achieve event segmentation on large-

scale log data professionally and successfully. 

Shwet Ketu  at al[2] The nearby research work is 

focused on clustering based data mining of big data 

using customary k means clustering and its similar 

implementation in such a method that overcome the 

demanding issues of big data and improve the 

processing capabilities. For the clustering, partition 

based K- Means clustering has been in use and its 

parallel version on distributed framework has been 

developed for improved big data analytics on 

benchmark datasets. The proposed resolution is 
focused on in-memory and on-disk computation of 

big datasets and reputable their appropriateness for 

big data handling. 

Fahad, A at al[3] The major objective of this paper is 

to give readers with a good analysis of the dissimilar 

classes of accessible clustering techniques for big 

data by experimentally compare them on real big 
data. The paper does not refer to simulation tools. 

though, it specially looks at the use and 

implementation of an resourceful algorithm from 

each class. 

Ali Seyed Shirkhorshidi at al[4] This study is 

intended to assessment the trend and progress of 

clustering algorithms to manage with big data 

challenge from extremely primary proposed 
algorithms until today’s narrative solutions. The 

algorithms and the targeted challenge for producing 

improved clustering algorithms are initiate and 

analyzed. 

Juby Mathew at al[5] . In classify to harvest the 

occupied power of a multi-core processor the 

software application have to be clever to execute 

tasks in parallel utilize every available CPUs. To 
accomplish this aim, it use fork/join technique in java 

programming. It is the the majority successful design 

techniques for obtain high-quality parallel 

performance. 

III. PROPOSED METHODOLOGY 

This section is presents the existing features 

associated to fuzzy technique in the situation of Big 
Data. The problem connected with fuzzy c-means is 

the number of clusters to be made for the specified 

dataset requirements to be particular; this can be 

solved by this proposed technique. In this technique, 

the fuzzy c-means combined with the partial fuzzy c-

means and probabilistic FCM algorithm which give 

the statistical frame work to model the cluster 

structure of expression data. It construct utilize of 

probabilistic models which can give details the 

probabilistic characteristics of the specified systems 

and help to discover the precise number of clusters 

for the specified dataset so that the ensuing value of 
EM can be utilize as number of clusters k. The 

foremost objective of with this hybrid technique is to 

minimize the purpose function value in fuzzy c-

means. A sample dataset used to examine the 

performance of the proposed method is data 

downloaded from the website [5], which consists of 

appearance level of with 15 dissimilar state To this 

aspire, to primary nearby those methodologies that 

have been previously developed in this region of 

research . To introduce a number of strategy for the 

implementation of fuzzy model into java and Weka 

tool  lastly, to point out a quantity of problems 
connected to the Weka tool execution style, and how 

the property of fuzzy classification create them well 

suitable to conquer them. Big Data situation, a 

systematic execution of the Weka tool functions has 

to be provided. The concluding purpose is taking the 

maximum benefit of the parallelization for together 

reducing the learning time costs and preserves the 

overall accuracy. We have to stress that this version 

is not trivial, and require some attempt when 

determining how to advance in a divide and conquer 

technique from the unique workflow. Primarily, we 
focus on a normal learning algorithm for fuzzy 

models by means of linguistic labels, though the 

strategy specified here can be effortlessly extended to 

any other illustration. There are two basic techniques 

that can be followed with the essential Weka tool 

programming model: The deficiency of data in the 

training partition that causes a low compactness in 

the problem domain. It turns extremely hard for the 

learning algorithm to determine a replica that is 

intelligent to attain a high-quality simplification 

when there is not sufficient data that indicate the 

limitations of the problem. As in the previous case, 
the severance of the data into subsets forgive for the 

Map process can highlight this problem, 

predominantly in the case with less illustration in the 

training set. In addition, the lack of data in the 

training data might also cause the introduction of 

diminutive disjuncts. The close haggard is that 

HFCM is an enhanced candidate for fuzzy clustering. 

This clustering when used for text files, necessitate a 

restricted preprocessing step. If that step is correctly 

implemented then PFCM clusters the words in a text 

file extremely precisely. The clusters can illustrate 
some functional information too. Text or words are 

the essential mechanism of some sort of 

communication or documentation. These words in 

some single document from time to time required to 
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be grouped too. Words classification deals 

approximately this problem. It essentially means that 

the words in the documents are grouped in a number 

of clusters according to a number of criteria. This sort 

of classification can be used in a lot of aspects. Some 

use of such word-classification is it can be used to 
detect any data. It can also be used to fetch keywords 

from an enormous document. It can additionally be 

used for organizing word frequency reports. 

These entire use hints that word classification can be 

cooperative in lots of situation. Till now, the Bag-of-

Words model [5] was being used for words 

classification and preprocessing. This paper uses 

HFCM model to categorize words in text files. 

IV. EXPERIMENT & RESULT 

ANALYSIS 

This research is used for performance and 

investigational analysis of the proposed algorithm 

implemented. 

Based on the valuation Metric, the algorithm 

instigated was assessed on the subsequent metrics 
Accuracy, Precision, Recall, F measure. 

Accuracy: Accuracy rate is distinct as the quantity of 

correct cases separated by the complete number of 

cases. 

Precision: it is used for retrieved instances that are 

applicable or it is the percentage of certain items that 

are correct. 

Recall: it is applicable instances that are recovered or 

it is the percentage of accurate items that are selected. 

F Measure: A metric that associations precision and 

recall metrics, it is the weighted can be measured as a 

collective measure that measures the precision recall 

trade off. 

To use different the formulas discoursed below. 

TP Is A TRUE POSITIVE Correct Result. 

FN is a false negative Missing result. 

FP is a false positive unexpected result. 

TN is a TRUE NEGATIVE Correct absenteeism of 

result. 

Accuracy = (TP + TN) / (TP + FP + FN + TN) 

Precision = TP / (TP + FP) 

Recall = TP / (TP + FN) 

F1 = 2 * P * R / (P + R) 

The experimental consequence of the proposed 
technique is shown in this section. The experimental 

evaluation is analyzed in order to assess the proposed 

approach. The technique is implemented and Weka 

tool is analyzed by JAVA language. The code is 

execute on Intel(R) Core(TM) i5 Processor 2.67 

GHz, 2 MB cache memory, 4GB RAM, 64-bit 

Windows 7 Home and NetBeans IDE 8.0. The 

outputs were comparable to predictable values when 

HFCM was implementing. The input text file was in 

use to be a user-generated file which restricted a lot 

of words with dissimilar frequencies. The output 

clusters alienated the significant and the insignificant 
words. In a data mining based classification system 

the quantity of correctly recognized patterns are 

familiar as the classification accuracy 

 

Figure 1: Comparative Analysis 

The values of graph are shown where the quantity of 

accuracy of the proposed algorithm is specified in 

first column and the second column contain the 

values of FCM. In the comparable behavior the 
specified graph as given in figure contains the 

relative accuracy of both the algorithms. In this figure 

blue line shows the HFCM’ presentation and the red 

line illustrate the performance of the FCM. To 

represent the presentation of the system X axis 

enclose the amount of data throughout the training 

and testing and Y axis contains the find performance 

in stipulations of accuracy. According to the results, 

the performance of the planned classification method 

provides additional accurate results as compare to the 

traditional approach. The quantity of data 

misclassified throughout categorization of algorithms 
is recognized as error rate of the scheme & the 

comparative error rate of jointly the implemented 

algorithms specially FCM and proposed hybrid 

classifier. In order to illustrate the performance of the 

system, the X axis contains the amount of data used 

for training and the Y axis illustrates the presentation 

in terms of error rate percentage. The presentation of 

the proposed classification is efficient and efficient 

during dissimilar experimentations and decreasing 

with the quantity of data increase. Thus the accessible 

classifier is a resourceful and accurate than the FCM 
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text classification performance of the HFCM and the 

red line show the performance of FCM scheme. For 

reporting the performance the X axis of figure 

contain the amount of data necessary to execute with 

the algorithms and the Y axis shows the individual 

memory consumption throughout experimentations. 
According to the obtained results, the performance of 

the algorithm shows comparable behavior with 

increasing size of data, but the HFCM consume 

additional memory as compared to the FCM because 

the traditional algorithm is implemented with the 

solitary algorithm implementation and proposed 

algorithm needs to execute two dissimilar 

classification techniques. The relative time 

consumption of the HFCM and FCM is given using 

in this diagram the X axis enclose the size of dataset 

and the Y axis contains time obsessive in terms of 

milliseconds. According to the comparative results 
analysis the performance of the HFCM shows the 

less time consumption as compared to the FCM. To 

exhibit, the Hybrid FCM clustering algorithm 

(HFCM) can be enhanced by the utilization of static 

and dynamic single-pass incremental FCM measures.  

Proposed technique finds upper head over existing 

technique in terms of accuracy, classification error 

entitlement and time. It is observed that the 

multistage clustering can speed up convergence and 

advance clustering superiority. To achieve 

experiment world data which is engaged from the 
twitter, we discovered out comparative consequence 

in phrase of the performance accuracy, error rate, 

time, and space complexity. 

V. CONCLUSIONS 

Since the existing clustering algorithms cannot grip 

big data, there is a requirement for scalable solutions. 

Fuzzy clustering algorithms have exposed to better 

hard clustering algorithms. This paper examines the 
parallelization of the FCM algorithm and delineates 

how the algorithm can be parallelized with the Weka 

tool paradigm that was initiated by Google. Two 

Weka tool jobs are essential for the parallelization 

since the estimation of the centroids required for 

performing previous to the membership matrix can be 

intended. The accuracy of the Hybrid FCM clustering 

algorithm (HFCM) was deliberate in stipulations of 

purity and evaluate to dissimilar clustering 

algorithms (together hard clustering and fuzzy 

clustering technique) illustrate to create similar 
consequences. 
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