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Abstract:  Sentiment analysis is the process of identifying the subjective opinion within a text. And it gains a huge interest due to 

its several benefits in developing economy, politic, and sociology. And since twitter is considered a rich source of people’s 

thoughts and opinions, it is urged to benefit from it to explore public opinions. Many researches have been conducted for English 

language, while Arabic language still got limited number of sentiment analysis studies, especially in the context of Arab dialects 

in social media. A lexicon-based approach is adopted to perform sentiment analysis on Arabic tweets, which rely on detecting 

sentiment words. These sentiment words are loaded in a sentiment lexicon where words are annotated by its sentiment polarity. 

One of the main issues of handling Arabic tweets is the changing nature of twitter, where new words that imply sentiment values 

emerged, and many slang words are evolved. In this paper, an expandable and up-to-date lexicon for Arabic (EULA) is 

developed to overcome the issue of inventing new words and phrases in social media. EULA rely on a pre-built lexicon of MSA 

sentiment words, and a set of rules to expand and enrich it with dialectical polarity words from a small amount of labelled 

tweets, and a large amount of unlabeled tweets. For evaluation, eight different corpuses of Arabic tweets were selected. And a 

pre-processing phase that includes normalization and stemming is implemented to reduce the number of unique words to be 

analyzed for sentiment analysis. Experiments show that EULA improved the lexicon-based approach`s accuracy and F-1 score 

by more than 20% on average. 
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I. INTRODUCTION 

Opinions and sentiment of people are expressed using a 

diverse language. This is seen in the well-formed data, like 

news and reviews, and data from social media. However, 

social media streams use informal communication, where 

misspellings and abbreviations exist. And people on these 

media streams are willing to be entertaining and funny. 

Moreover, these platforms lead to the emerging of new 

words and phrases due to the continuous change of 

subjects. Analyzing sentiment is affected by this changing 

nature of language along with the dynamic nature of social 

media. And when dealing with data from Twitter, one of 

the main issues that arise when dealing with tweets is also 

the emergence of new words that imply sentiment values, 

and the time-changing nature of Twitter [1]. No need to 

wait months to see language change on Twitter, changes 

can be detected within a single day [2]. And in another 

research, authors stated that topics change rapidly on social 
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media, and people are inventing new words and phrases 

[3]. According to [4] topics and vocabulary change over 

time on Twitter. And many slang words on social media 

evolves over time [5]. Therefore, performance of SA 

models drops dramatically when applied on tweets 

collected at a later stage. Therefore, building an expandable 

and up-to-date lexicon is the second objective in this 

research. 

 

Due to this change and flexibility of language on social 

media and the new terms that keep coming up, models 

trained on social media data may degrade over time. Many 

studies have used the existing natural language processing 

tool like information extraction (IE) tools [6]and syntactic 

parsers[7], yet, these tools are not available for many 

languages like Arabic. Any analyzing method in social 

media platforms should adapt to (a) different low-resource 

languages, (b) the vibrant nature of social media, and (c) 

working with no supervision. In this paper, an approach for 

bootstrapping EULA through sentimental clues from 

Arabic tweets is presented. The proposed approach is: 

 

• Deals with the informality, creativity and the dynamic 

nature of social platforms. 

• Is not dependent on language-dependent tools. 

• Scales and fits many Arabic dialects in social media. 

Expanding EULA relies on two main assumptions. First, 

terms with similar orientation sentiment tend to co-occur at 

the tweet level[8]. Second, terms of opposite orientation 

sentiment do not co-occur at the tweet level [9]. 

 

II. RELATED WORK 

The efficiency of lexicon-based approach is determined 

mainly by the sentiment lexicons. Many methods 

implemented to generate such lexicons. Some researchers 

built lexicon manually [10], some used synonyms and 

antonyms to expand a small set[11], [12]. While others 

used methods based on statistics and semantics[13], such as 

PMI [14], and the links between the terms[15]. Authors of 

[10]have constructed manually a 200 words lexicon. The 

results have been affected by the size. They found that the 

stemmer is useful to reduce the size of the lexicon since 

multiple words have the same root at the lexicon. Also, 

authors of [16] created their 3,982 adjectives polarity 

lexicon manually. And by translating the seed list of 

[17]into Arabic, and using it along with some random 

words including objective words also, [18]expanded the list 

to obtain 150,000 words in their lexicon. 

In another work, researchers started with 300 words as a 

seed from SentiStrength. Then these words translated to 

Arabic. Two individuals annotate every word by 1 for 

positive word, and -1 for negative words. Then using Sakhr 

dictionary, a synonyms list extended the lexicon. After 

adding emoticons to the lexicon, it ended with 2,376 entries 

[11]. While ArSeLex created manually by collecting 400 

seed words then expanded manually by adding synonyms 

and antonyms, then automatically expanded from several 

online sources to form a 5,244 adjectives lexicon[19]. 

Building a sentiment lexicon was proposed by[20]in three 

steps: a) To collect Arabic stems. b) Translating these 

stems into English. c) Finding the sentiment score of these 

stems from English sentiment lexicons located online. 

Around 120,000 stems have been gathered into the lexicon.  

A lexicon-based method was adopted in [21], they built a 

lexicon form extending a seed of 380 words. Then they 

annotate the lexicon`s words by using two algorithms, to 

present the earliest lexicon with scores to its entries. 

Finally, they implement two approaches to find the overall 

sentiment of the collected tweets: a) is called the sum, 

which sums the words` polarities in a tweet, and b) called 

the double polarity to find for each word in a tweet its 

positive and negative score. These two scores are given to 

every polarity word per the word’s frequency in the corpus.  

The lexicon-based approach has been under trial for 

improving it in[22]. The construction of their lexicon 

consisted of four stages. a) The SentiStrength website was 

used for selecting 300 seed words. b) They added the 

synonyms of these words to the lexicon. c) A scheme called 

term frequency weighting was used for identifying the 

missed words in the preceding steps, and d) words from 

different Arabic dialects were added to the lexicon for 

enlargement. Then, a SA tool was created for calculating 

the text’s polarity without neglecting negation and 

intensification. Simple lexicon-based method was used, 

which depends on classifying the sentence per the higher 

number of negative or positive words counted in it.  

Three SA methods for Arabic were presented in[23], a 

simple lexicon-based method was one of them, but its 

performance is enhanced by adding a set of features to 

handle valence shifters such as negation and intensification.  

A comparison in performance of supervised and lexicon-

based approaches have been held in [24]. The authors 

studied corpus-based and lexicon-based approaches for 

Arabic SA. They developed an Arabic lexicon using a seed 

of 300 words and then synonyms were added to the 

lexicon. And aggregated all polarity weights of these words 

after applying negation and intensification to these weights. 

They indicated that the performance is poor when the 

lexicon is not sufficiently large in the lexicon-based 

approach.  

SANA was presented in [25], an Arabic sentiment lexicon. 

It combines manually created lexicons such as HUDA and 

SIFAAT, and involves manual annotations, automatic 

machine translation and gloss matching by using several 

resources, such as SAMA and THARWA. SANA includes 

around 225,000 entries, but many of them are inflected, 

duplicates or not diacritized, which makes it noisy and hard 

to be useable. It covers two dialects, Egyptian and 

Levantine and is not applied to SA tasks yet. 

Authors of [26] built a large-scale sentiment lexicon for 

MSA, and call it ArSenL. ArSenL consist of 28,780 

lemmas and 157,969 related synsets. It is a combination of 

four existing resources: English WordNet (EWN), 

ArabicWordNet[27], SAMA[28]and SentiWordNet [29]. 

But it does not include dialect words, only MSA. 

Therefore, the accuracy is affected when it is applied on 

social media. 
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Following the example of ArSenL, [15] constructed 

Standard Arabic Sentiment Lexicon (SLSA) by developing 

a matching algorithm between entries in SentiWordNet and 

entries of an Arabic morphological analyzer. A link is 

created then if there is a match between the entries from 

both. And the score is assigned to the entries from 

SentiWordNet. Nevertheless, SLSA just like ArSenL has 

no dialect words. Hence, social media text cannot be 

accurately analyzed. 

Three lexicons for Arabic were generated from Twitter in 

[30]. Each one from a Twitter dataset collected as 

following: the first dataset contained emoticons, the second 

contained a seed list of hashtags for positive and negative 

Arabic words, and the third also contained hashtags of 

dialectical Arabic positive and negative words. Then three 

lexicons were generated using PMI from these datasets: 

21,964 for Arabic Hashtag Lexicon (AHL), 20,128 for 

Dialectal Arabic Hashtag Lexicon (DAHL) and 43,304 for 

Arabic Emoticon Lexicon (AEL). 

While authors of [31] built an Arabic lexicon in three steps: 

first, from [21] they used a learning algorithm that employs 

seed words to expand the lexicon. In the second phase, they 

used a lexicon created by [26]. This lexicon contains 154k 

words along with their punctuation. Since every 

punctuation make different meaning for the words, there 

were different punctuations for same word in the lexicon. 

But the usage of punctuations by tweeters is seldom; 

therefore, they removed them from the words. Then they 

removed Arabic diacritics from words. Because the same 

word could appear in the lexicon with different diacritics, 

therefore, the lexicon might have duplicate text. So, they 

removed duplicate entries from the lexicon. In the third 

phase, they added manually new words. And they finally 

get a large-scale lexicon, and it contains over 14k sentiment 

words. 

Authors of [13]started from the earlier work of [21], and 

then assign scores to the Arabic words of the lexicon in 

three steps. First, by collecting 100 tweets for each word 

using Twitter’s search API, ending with almost 500k 

tweets. Second, finding co-occurrence statistics from the 

dataset. Finally, find the score for each word using these 

statistics based on the hypothesis that the stronger a polar 

term is, the less likely it is to co-occur with terms of an 

opposite polarity.  

Finally, [32] created a lexicon for the Algerian dialect only. 

they relied on the lexicon of [21], which its  words from 

Egyptian dialect and MSA. First, they remove all words not 

used in the Algerian dialect. After that, they added all the 

words of the Algerian dialect which are equivalent to 

Egyptian and Arabic words in the lexicon. Finally, they 

added the commonly used words of the Algerian dialect 

that carry positive or negative opinion. At the end of these 

steps, the constructed lexicon ended with 3,093 polarity 

words. 

III. DATASETS USED 

In this paper, several datasets have been used for expansion 

EULA and evaluating the proposed system, all of them 

consist of Arabic tweets. Most of these datasets are 

imbalanced in favor of negative tweets. From the work of 

[33], ArSenTD-LEV was built, this Arabic Sentiment 

Twitter Dataset for the Levantine dialect consists of 4,000 

Tweets divided equally among the four Levantine countries 

(Jordan, Lebanon, Palestine and Syria). The distributions of 

the tweets are 1,232 positive tweets, 1,883 negative tweets, 

and 885 neutral tweets. And it covers the common topics 

(politics, religion, sports, personal and entertainment), in 

this research only the 3,115 positive and negative tweets 

are considered since the desired classification is binary.  

Another dataset called ASTD, that was built by [34], which 

is the Arabic Sentiment Tweets Dataset with  

approximately 10,000 tweets c1assified as 1,684 negative 

tweets, 799 as positive tweets, 832 as neutral and 6,691 as 

objective tweets. Only the 2,483 positive and negative 

tweets is considered in this research. In addition, the dataset 

RR was created by [35], consists of manually annotated 

6,514 Arabic Tweets for sentiment. However, most of these 

are objective tweets, only 878 positive tweets and 1,943 

negative tweets are considered in this research. 

Moreover, TDS, a Twitter dataset was built by [21]through 

collecting 500 random tweets and manually annotating 

them with their semantic orientation. The 310 tweets 

classified as negative and the 155 tweets classified as 

positive were considered for this research, while the 35 

neutral tweets were neglected. The JOR-Tweets is a 

balanced dataset that consists of 2,000 tweets were created 

by [24]. It covers various topics, such as politics and arts. 

And it is written in both MSA and Jordanian dialect. And 

another dataset which called Syrian-Tweets is consist of 

2,000 tweets, among these tweets, 448 positive tweets and 

1,350 negative tweets are used in this research. [14] 

Collected these tweets originating from Syria, which is 

another country from the Levantine countries. 

And finally, authors of [33] created AraSenti-Tweet, a 

dataset that consists of 10,133 tweets. 4,329 tweets are 

positive, and the rest 5,804 tweets are negative. Table 1 

shows the basic statistics of all of these datasets. 

 
TABLE 1: DATASETS 

 
Work Dataset Positive Negative Total Dialect 

[36] ArSenTD- 

LEV 

1,232 1,883 3,115 Levantine 

[34] ASTD 799 1,684 2,483 Egyptian 

[35] RR 878 1,943 2,821 MSA/ 

Dialectical 

[21] TDS 155 310 465 Egyptian 

[24] JOR-

Tweets 

1,000 1,000 2,000 MSA/ 

Jordanian 

[14] Syrian- 
Tweets 

448 1,350 1,798 Syrian 

[33] AraSenti- 

Tweet 

4,329 5,804 10,133 Saudi 

IV. SYSTEM OVERVIEW 

The proposed system requires several components. First, 

pre-processing the tweets. Then, since EULA requires a 

prebuilt lexicon, several lexicons have been collected, and 

another lexicon were constructed for this purpose, and it 
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called the Basic lexicon, it consists of MSA sentimental 

words, with polarities in the range [-5, +5]. Third, create a 

set of rules to construct EULA.  

A. Pre-processing Tweets 

In this phase, five main tools are used to pre-process Arabic 

tweets[37]. First, the cleaning phase,  such as removing re-

tweets, removing URLs, removing user mentions in tweets, 

removing non Arabic letters, removing Twitter special 

characters, removing diacritics, removing punctuations and 

removing numbers. 

Second, tokenization phase, by dividing the sentence to its 

terms. Then, stop words removal, by removing words that 

don`t add a value to the tweets, such as “مه /of”,“على /on”, 

 .”in/ في“

Fourth, normalization phase, which is replacing many 

forms of a letter to one form. For example, (آ،أ،إ،ا) will be 

replaced with (ا). Finally, stemming phase, which is about 

removing the added suffixes that are used for different 

objectives, whether before word, or at its end. For example; 

in the word“المبدعون/ Creative” the suffix "ال" in the 

beginning, and "ون" at the end referring to plural, are both 

not necessary for the word's meaning and does not change 

its sentiment polarity. So after the stemming is applied on 

this word it will become "مبدع". 

B. Sentiment Lexicons and Basic Lexicon 

First of all, EULA rely on a prebuilt lexicon in order to find 

polarity words in a tweet, and then using the presence of 

the polarity words, negation words, and contrast words, it 

will be expanded and updated. From the literature, severeal 

lexicons have been built for Arabic. In this paper, ten 

public lexicons from Section 2 have been collected and 

used in the evaluation process. Besides, a Basic lexicon is 

built in this paper. 

First, the UnWeighted Opinion Mining (UWOM) Lexicon, 

which is the work of [21], where they had built their first 

lexicon that consists of 4,392 terms. It includes MSA terms 

and Egyptian terms with binary polarity +1 or -1. Second, 

ArSenl, A large-scale MSA sentiment lexicon, which was 

built by [26]. It consists of 28,780 lemmas and 157,969 

related synsets, but after removing the diacritics, since 

Arab writers rarely use them on social media, it ends up 

with 34,821 words, with weights ranging from -1 to +1. 

Third, authors of [15]constructed SLSA. It is composed of 

around 35,000 entries annotated with scores ranging from -

1 to +1. In addition, NileULex lexicon, which have been 

built in [38]. It contains 5,953 unique terms. Almost half of 

these terms are MSA, and the others are Egyptian. All 

terms are assigned by binary polarity.  

Authors of [14] created three different lexicons. First, 

DAHL, that have been generated from a dataset contained 

seed list of hashtags for positive and negative dialectical 

Arabic words, with weights that varies from -5.8 to +5.3. 

And it ends with 20,128 sentiment words. Second, AHL, 

using dataset formed by a seed list of positive and negative 

Arabic words, and it consists of 21,964 sentiment words. 

And the weights varies from -8.4 to +4.7. And finally AEL, 

where a dataset contained emoticons is used to generate 

this lexicon, and it ends up with 43,304 sentiment words. 

And the scores of these words are in the range -4.5 to +4.0.  

While authors of [23] created two lexicons. First, AraSenti-

PMI lexicon which have been constructed through finding 

the PMI measure of all the words in a positive and negative 

tweets, the lexicon consists of 56,938 positive terms, and 

37,023 negative term, with weights ranging from -7 to 

+5.5. Second,AraSenti-Trans lexicon, it is a binary polarity 

lexicon that consists of 59,525 positive words, and 71,817 

negative words, by utilizing two popular sentiment lexicons 

in English, the MPQA lexicon [39], and the Liu 

lexicon[40].  

Moreover, in the work of [41], Arabic Senti-Lexicon were 

built by two methods, manually by three annotators, and 

automatically based on the appearance of the sentiment 

terms in positive and negative reviews. It ends with 3,948 

multi dialects polarity words, with scores ranging from -5 

to +5.Table 2 shows a summary of these lexicons. 

 
TABLE 2: LEXICONS 

 
Work Lexicon Size Polarity Dialect 

[21] UWOM Lexicon 4,392 Binary Egyptian 

[26] ArSenL 34,821 Scores MSA 

[15] SLSA 35,000 Scores MSA 

[38] NileULex 5,953 Binary Egyptian 

[14] DAHL 20,128 Scores Multi-dialect 

[14] AHL 21,964 Scores MSA 

[14] AEL 43,304 Scores Multi-dialect 

[23] AraSenti-PMI 93,961 Scores Saudi 

[23] AraSenti-Trans 131,342 Binary Saudi 

[41] Arabic Senti- 

Lexicon 

3,948 Scores Multi-dialect 

Author`s 

 work 

Basic Lexicon 4,266 Scores MSA 

 

Finally, the Basic lexicon consist of MSA sentiment words 

that have been translated from well-known pre-built 

English lexicons, namely SentiStrength consists of around 

2,550 polarity words, AFINN consists of 2,460 polarity 

words, VADER consists of more than 7,500 polarity words, 

and finally MPQA which consists of around 8,200 polarity 

words. The weight score of these words are adjusted to 

range score of [-5, +5]. Then 15 simple lexicon-based 

experiments were conducted to find the best combination 

between these 4 English lexicons. And results show that the 

combination of SentiStrength, VADER, and MPQA 

produced the highest accuracy as presented in Table 3. 

Finally, the obtained Basic lexicon consists of 

4,266sentiment words. 

 
TABLE 3: FINDING BEST COMBINATION FOR THE BASIC LEXICON 

 
Lexicons combination Size Accuracy 

AFINN 1,955 40.0% 

SentiStrength 1,617 36.0% 

VADER 2,439 42.0% 

MPQA 3,465 45.8% 

AFINN+ SentiStrength 2,605 46.0% 

AFINN+ VADER 2,454 45.9% 

AFINN+ MPQA 3,910 50.2% 

SentiStrength+ VADER 2,859 47.9% 

SentiStrength+ MPQA 3,782 47.3% 
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VADER+ MPQA 4,090 52.3% 

AFINN+SentiStrength+ VADER 2,869 47.4% 

AFINN+ SentiStrength+ MPQA 4,147 50.9% 

AFINN+ VADER+ MPQA 4,091 51.1% 

SentiStrength+ VADER+ MPQA 4,266 52.5% 

AFINN+ SentiStrength+ 

VADER+ MPQA 

4,276 51.5% 

C. EULA Expansion 

Two types of resources to expand EULA and make it up-

to-date, through unlabeled and labeled tweets. The labeled 

tweets are used to predict the polarity of the unknown 

words, taking into consideration the presence of valence 

shifter words, next section explains in detail how to 

perform it. And the unlabeled tweets are used in several 

ways to predict the polarity of unknown words, such as 

using contrasts word and some predictor words to predict 

the polarity of unknown words, furthermore, using the 

assumption of that positive words tend to appear with other 

positive words, and negative words tend to appear with 

other negative words. These predicted word`s polarity will 

be sent to EULA, where there is a counter for positive 

occurrences, a counter for negative occurrences, a sum of 

the previous counters, and the polarity for each word which 

is represented in the following equation: 

Polarity(X) = 5*(Cp- Cn)/Cs  (1) 

Where: Cp represents the number of times X is added to 

EULA as positive, Cn represent the number of times X is 

added to EULA as negative, and Cs represent the 

summation of Cp and Cn. For example, if X have been 

added as positive 9 times, and 1 time as negative, the 

polarity of X will be assumed as: 5*(9-1)/(10), which equal 

+4, a high positive weight that fit in the proposed system 

that consider weights from -5 to +5. There are two ways to  

expand EULA, the first is through labelled tweets, and the 

second through unlabeled tweets. Next sub-sections explain 

in detail each one. 

1) Expanding EULA through labeled tweets 

First, labeled tweets are used to add words with its 

weights to EULA as following, if word w is found in a 

tweet, but word w does not exist in the prebuilt lexicon, the 

unknown wordw will be assigned positive if the tweet is 

annotated positive, and will be assigned negative if the 

tweet is negative. Unless a negation or contrast word 

appears in the tweet, then, the word in the scope of 

negation will be assigned opposite of the tweet’s polarity. 

Moreover, if contrast appears in the tweet, two different 

actions will be applied depending on the type of the 

contrast word; if it was C1, where the main sentence is 

before it, the unknown words before the contrast word will 

have the same polarity of the tweet`s annotation, and the 

unknown words after the contrast word will have the 

opposite polarity of the tweet`s annotation. And if it was 

C2, where the main sentence is after it, then the polarity of 

words before contrast word are the opposite to the polarity 

of the tweet, and after it is same as the tweet`s polarity. In 

the end, the unknown word along with its annotation will 

be sent to EULA as shown in Algorithm 1. 

 

Algorithm 1: Expanding EULA through labeled tweets 

1 Input: Tweet as T, and labeled as L 
2 Output: predicted strength of new terms sent to EULA 
3 For each unknown word U in T 

4 
 
 
 
 
5 
 
 
 
 
6 
 
 
7 

If Contrast of type C1 ϵ T 
If U is before C1: 
then U is labeled as L 
If U is after C1: 
then U isopposite of L 
If Contrast of type C2 ϵ T: 

    If U is before C2: 
then U is opposite of L 

    If U is after C2: 
 then U is labeled as L 
  If Negation word ϵ T: 
   If U in scope of Negation: 

then U is opposite of L 
  Else  
U is labeled as L 

8 Send U with its annotation to EULA 

9 End For 

2) Expanding EULA through unlabeled tweets 

In the second way in expanding EULA, unlabeled tweets 

are used, as presented in Algorithm 2, which will function 

as follows; the first source is that if the unknown word 

appears in a tweet that has words with only one type of 

polarities, either positive or negative beside non polarity 

words, then the unknown word will be assigned to positive 

or negative based on this polarity and sent to EULA, unless 

a negation word exist in the tweet, where the polarity is 

flipped if the polarity word or the unknown word is in the 

scopeof the negation word. And if the words in the tweet 

have a mix of both polarities of positive and negative; then 

the unknown word will not be sent to EULA. 

 

Algorithm 2: Expanding EULA through unlabeled tweets 

1 Input: unlabeled tweet as T 

2 Output: predicted strength of new terms sent to EULA 

3 

 

If Contrast ϵ T 

  Let text before Contrast is T1 

  Let text after Contrast is T2 

  If positive word ϵ T1 AND  

     negative words ∉ T, then:  

    Use T2 as labeled negative tweet  

  If negative word ϵ T1, AND  

     positive words ∉ T, then: 

    Use T2 as labeled positive tweet 

  If positive word ϵ T2 AND  

     negative words ∉ T, then:  

    Use T1 as labeled negative tweet  

  If negative word ϵ T2, AND  

     positive words ∉ T, then: 

    Use T1 as labeled positive tweet 

4 If predictor word type 1 ϵ T, then: 

    Send next unknown word as positive to EULA 

5 If predictor word type 2 ϵ T 

   Send next unknown word as negative to EULA 

6 If positive words ϵ T AND 

   negative words ∉ T, then: 

  Unknown words is sent to EULA  
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  as positive 

7 If negative words ϵ T AND 

   positive words ∉ T, then: 

  Unknown words is sent to EULA  

  as negative  

8 End  

V. RESULTS AND DISCUSSION 

In order to evaluate EULA, prebuilt lexicons from Section 

4.2, datasets from Section 3 are used for evaluation 

purposes, and by impleminting simple lexicon-based 

several experiments is conducted. First, the performance of 

the prebuilt lexicons is found individually by implementing 

a simple lexicon-based approach test without using EULA, 

as in Figure 1. Then, EULA is expanded by labeled tweets, 

along with each lexicon on all of the datasets, as in Figure 

2. And finally, as in Figure 3, EULA is expanded by 

unlabeled tweets, along with each lexicon on all datasets. 

Then, all the performance metrics are found for each 

experiment. 

First, each datasetis splitted into 2 datasets, one for 

expanding EULA which is called training dataset, and 

another one for evaluation purposes called testing dataset. 

Second, for each experiment one of the eleven prebuilt 

lexicons is used.  

 

Figure 1: Experiment layout without EULA 

 

 

 

 

Figure 2: Experiment layout with EULA expanded by 

unlabeled tweets 

 

Figure 3: Experiment layout with EULA expanded by 

labeled tweets 

 

For the evaluation process in sentiment analysis the 

following metrics are the most famous ones, which are 

accuracy, precision, recall and F-measure score [42]. And 

to explain them, first the TP, FP, TN, and FN shall be 

explained. 

 True positives (TP) shows the division of correct 

classification for instances of positive class by total number 

of instances. These positive instances are those found 

positive by the system and also positive in real. 

 False positives (FP) shows the division of the incorrect 

classification of positive instances by total number of 

instances. These instances are found positive, but in real it 

is negative. 

 True negatives (TN) shows the division of correct 

classification for instances of negative class by total 

number of instances. These instances that are found 

negative by the system and also negative in the real. 

 False negatives (FN) shows the division of the 

incorrect classification of negative instances by total 

number of instances. These instances are found negative, 

but in real it is positive. 

The accuracy metric represents the number of instances 

that have a correct classification among all classes: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑃
  (2) 

Precision shows the portion of the recovered relevant 

instances; the number of positive-classified instances that 

are positive in reality: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (3) 

Recall represents the portion of the relevant instances 

which are recovered; the number of instances that are in 

reality positive to have a positive classification: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (4) 

The F-measure score is a metric of accuracy that combines 

precision and recall as: 

𝐹1 =  2 ∗
Precision  ∗ Recall

Precision + Recall
   (5) 

Accuracy, precision, recall and F-measure scores are found 

as an average values for each experiment, then it will be 
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compared to each other.Table 4, presents the precision and 

recall for each lexicon without using EULA, with EULA 

expanded through unlabeled tweets, and with EULA 

expanded through labeled tweets. And results show that 

using EULA through unlabeled tweets improved the 

precision and recall by 11% and 8% respectively. While 

using EULA through labeled tweets improved the precision 

and recall by 25% and 22% respectively. Therefore, it is 

clear that using EULA improves the lexicon-based 

approach in term of precision and recall by a good margin, 

especially when using labeled tweets to expand bootstrap 

EULA. And it can be noticed that EULA improve the 

performance when tested along with MSA sentiment 

lexicons more than when combined with a dialectical 

lexicon. 

 
TABLE 4: PRECISION AND RECALL, WITH AND WITHOUT USING EULA 

 

Note: P is Precision, R is Recall 

 

 

Table 5 presents the accuracy and F-measurement score 

that have been found in the previous experiments. And it 

shows that expanding EULA using unlabeled tweets 

improved the accuracy and F-measurement score by 7% 

and 10% on average respectively. While expanding EULA 

through labeled tweets increased average of the accuracy 

and F-measurement score by 21% and 22% respectively.  

And from these results, it is concluded that EULA 

contributed in a big improvement to the lexicon-based 

approach. Especially, when expanded by a sufficient 

amount of labeled tweets.  

Besides, the improvement is better in case of MSA 

lexicons, such as in ArSenl, and SLSA, where the 

improvement were 40% and 27% respectively. 

 
TABLE V: ACCURACY AND F-MEASUREMENT SCORE WITH AND WITHOUT 

USING EULA 
 

Note: A is Accuracy; F1 is the F-measurement score 

 

VI. CONCLUSION 

In this paper, EULA have been proposed to handle the 

emergence of new dialectical Arabic words in social media, 

by presenting a scalable and dialectical independent 

bootstrapping approach to expand and learn from Arabic 

tweets. Results show the effectiveness of this approach and 

the improvement it give to lexicon-based approach 

sentiment analysis.  

The results confirm that the approach can be effectively 

exploited and further improved for subjectivity 

classification for many Arabic dialects in social media. 
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