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Abstract:A sizable population around the world has some form of hearing or speaking disability. This creates a communication 

barrier among them and the rest of the world. Sign language was introduced to bridge this gap. The objective is to design a glove 

that can help translate sign language to text and that can be trained by the user itself if required. To achieve this a glove was 

designed using five flex sensors, three contact sensors and an accelerometer. Flex sensors were chosen as they are resistive 

devices that change resistance when bent. Due to their compactness, they can also be easily put on to a glove along with contact 

sensors and an accelerometer. The data from these sensors is then fed to an Arduino where it is read and processed before being 

sent to MATLAB via Bluetooth. After getting the values, the smart gesture detection algorithm must be designed so as to improve 

accuracy. To do this the data from the Arduino is first used to train a KNN model for classification. The model created after  

training is then used for classification of the gestures. A GUI was designed with control signals that allows the user to make a 

word from these gestures and then the word is converted to speech. The glove accurately gives us data points that can be used to 

classify various gestures of the American Sign Language. The interactive GUI developed in MATLAB enables a user to easily 

use the glove to make and/or edit a word created by the user and then recite it out on a speaker. 
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I. INTRODUCTION 

Around 70 million people worldwide are deaf.They 

communicate with the outside world by using sign 

language.This poses a barrier for them as they must have 

either an interpreter with them at all times or must hope the 

person they communicate with knows sign language.With 

advancements in technology, we can think of making a 

smart glove that overcomes the problem a user faces. To 

achieve this we must design this glove to be compact, 

comfortable and have a high accuracy for detecting 

gestures made.  

We used the American Sign Language as a reference for 

the gestures to be converted to speech because of its large 

user base. American Sign Language includes facial 

expressions, two-handed gestures and the orientation of 

hand with respect to the torso for the complete sign 

language. However, we only look at the alphabetical part of 

the American Sign Language that is made using one hand 

scientific disciplines[1]. 

The  basic idea of  the designing the glove based system for 

data collection and gesture recognition using different 

sensors and measuring the characteristics are discussed in 

the work[2,3]  and also  having the consideration with 

people of different hand sizes and shapes and a factors such 

as finger angular bend with respect to resistance change 

using different sensors are compared which helped in the 

selection of required sensors in this work [4] which is alsoa 
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low power design in compare with the earlier work which 

are cost effective but under developed [5][6] 

Using image recognition system and  Kinetic sensors are 

used in the work [7]which includes heavy data processing 

for the greater accuracy  and lack of portability and 

restricted particular area the  for the communication and 

image  recognition system presented In this work [8] which 

was able to recognize the 15 letters of Arabic manual 

alphabets with the 83.7% of  accuracy 

Capacitive   touch sensor  and Raspberry pi  embedded 

system is used to translate the hand gestures  presented [9] 

and Piezo sensor are attached with the glove  when the 

sensor is bended to certain degree its resistance starts to 

decrease intern decreases voltage associated with the 

sensors problem occurred with respect to speed and 

stability and response is very slow with unfolded gesture 

[10]  System designed using flexi sensor and PIC 

microcontroller  implemented in [11][12] which was able 

to recognize 20 out of 26 letters of American Sign 

Language and give us an idea of using flexi sensor based 

glove system for our prototype 

Neural network interface used to recognize and classify the 

basic four hand glove gestures [13] give an idea of soft 

based classification is better and more reliable and adaptive 

once the system designed and trained KNN algorithm is 

simple among all other classification algorithm [14] is 

implemented. 

Our design involves the use of flex sensors. These sensors 

are conductive polymer based sensors. They are made 

using resistive polymer on a side. The length of these 

polymers increases when the sensor is bent thus increasing 

the resistance of the sensor. This change in resistance gives 

us the bend angle of the finger. Also, American sign 

language uses motion to classify some gestures, hence to 

detect these motion we use an accelerometer which gives 

us acceleration in the X, Y and Z plane. 

Software for the accurately detects these gestures. We used 

classification algorithm of machine learning since their 

libraries are easily available and have tutorials on how to 

use them. 
 

II. GLOVE DESIGN AND GESTURE RECOGNITION  

Flex sensors are used to provide the bend level of the 

finger. We use these sensors to detect the finger position. 

Also, an accelerometer is mounted on the glove that gives 

us spatial coordinates for the hand. This is to identify some 

characters of AmericanSign Language where movement is 

involved of the finger. All the input data from the sensors is 

in an analog format so it has to be converted to the digital 

domain using an ADC.  For example, to differentiate 

between D, G and Z the accelerometer values play a vital 

role. Contact sensors help to differentiate between C and O, 

U and V, U and R. All the input data from the sensors is in 

an analog format so it has to be converted to the digital 

domain using an ADC.After we have to get the values we 

must now use these values to either classify the gesture or 

store it for further mapping. If the training phase is going 

on we must store the value. If the detection phase is going 

on we must take the sensor inputs and then classify them 

using an algorithm. The proposed methodology is  given in 

Figure 1. 

 

 
 

Figure 1: Proposed System using MATLAB 

2.1 Hardware Implementation 

For the hardware, we use five flex sensors, four conductive 
thread pieces stitched to make contact sensors and an 
accelerometer as the sensors that give us analog inputs for 
the orientation of the complete hand glove circuit diagram 
as shown in Figure 2. 

 
 

Figure 2: Final Glove 

A major challenge while designing the hardware is the way 

the sensors should be mounted on the fingers. We tried 

sticking the sensors with double-sided tape, tape the sensor 

on starting and ending points and sticking it on all points 

except the joints but none of the designs gave us the right 

amount of the flexibility. Finally, the best solution was to 

stitch a sleeve on the top of the glove that would hold the 

flex sensor in place while allowing a user to freely bend 

their fingers. Circuit diagram as shown in figure 3. 

 

 
 

Figure 3: Circuit Schematic 
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The flex sensor values cannot read directly, hence we had 

to design a voltage divider circuit where voltage would be 

measured across the sensor. While testing the sensors we 

found that the bent and straight resistance of a sensor varies 

for the same sensor length. Hence to find optimal resistance 

for the sensors a MATLAB program developed. These 

resistances gave us the maximum range of values when 

used in the voltage divider circuit for each flex sensor. 

 

The next component is the contact sensor. This was added 

to increase accuracy for some gestures like U, R and S. To 

reduce the cost of the glove we used conductive thread to 

make our own sensor rather than buying a readymade one 

from the market. It is also ergonomic. The design involved 

stitching conductive thread on the thumb, index and middle 

finger. The index finger is grounded to a digital pin on the 

Arduino board whereas the thumb and middle finger is 

connected to a digital pull-up input. When the thumb or 

middle finger touches the index finger, the voltage across 

the thumb or middle drops to zero and a touch is registered. 

This is detected by the digital pins the thread is connected. 

The last component is the accelerometer. It is connected 

directly to the PCB designed due to its compact nature. For 

processing this information from the sensors an Arduino 

board is used due its fast development and ease of use. This 

board will have the algorithm built into it to read the 

values, process these and pass it on further. A moving 

average filter is applied to flex sensor and accelerometer 

raw values. This acts as a lowpass filter. 

 

Final Glove as shown in Figure 2 is implemented along 

with the Bluetooth module HC-05 is connected to the 

Arduino. This module helps transfer information from the 

Arduino to the MATLAB program. This data is then 

further processed on MATLAB and displayed to a user via 

the GUI developed. 

 

2.2 Software Implementation 

 

For the software, we explored two methods. The first 

involves implementing the algorithm on the Arduino itself. 

The second method involves the Arduino doing the Analog 

to data conversion and pre-processing the data before 

sending it to MATLAB as shown in Figure 4 and Figure 5. 

 

 
Figure 4: Flowchart for creating KNN model 

 

 
Figure 5:  Flowchart for working of detection of gesture 

 

We chose the former method due to Arduino having very 

limited onboard processing capability. In this, the Arduino 

takes data input from all the sensors and calculates an 

average of four values using a moving average filter. It then 
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waits for a data request from the program and then sends 

the stored average values to MATLAB via Bluetooth. 

 

 
 

Figure 6: MATLAB GUI to display all values of sensor 

To classify the gestures, we make use of K Nearest 

neighbor algorithm. First, we must make a model using this 

algorithm and use this model we can classify the data sent 

from the Arduino. To make a model we take four instances 

of all the data from the Arduino for each gesture of the 

American Sign Language. This is then stored in an Excel 

file. Using this value now a KNN model is made in 

MATLAB using k value as 3 and Euclidean distance as the 

distance type. Now, after the model is ready the second 

step is importing this model and using it to predict the 

gestures. For this, we developed a GUI with control 

gestures that guess each gesture after the "NEXT" control 

gesture is made. It then speaks the word out when the 

"SPEAK" control gesture is made. If there is an error, there 

is the "BACKSPACE" gesture. These three additional 

gestures were added in by us to allow more flexibility to 

the user in case any a gesture was unclassified, or an 

incorrect gesture was made by the user. 

 

 
 

Figure 7: A sample training Set 

 

 

III. RESULTS AND DISCUSSIONS 

3.1 Calculation of Optimal Resistance for Flex Sensor 

 During testing of the sensors, we found that the bent and 

straight resistances of each varies in Table 1. Hence to 

increase the accuracy of reading in the voltage divider 

circuit we had to ensure that an optimal resistance was 

chosen for the sensor. We used MATLAB to find optimal 

resistances for each sensor and then used those values for 

the voltage divider circuit. 

 R_Straight R_Bent R_Optimal R_Used 

Thumb 37.5 67.5 53.6 53.4 

Index 8.9 10.6 9.7 9 

Middle 8.6 10 9.3 9 

Ring 12.2 13.9 13 13.5 

Pinky 8.3 9.4 8.8 9 

 
          Table 1: Flex Sensor Optimal Resistance (K-Ohm) 

 

Once we determined optimal resistance for each flex sensor 

we designed a PCB for the same. This PCB contained 

standard resistors values along with variable potentiometer 

for the fine-tuning of all the flex sensors. This gives better 

control over the resistance value. Another advantage is that 

if a sensor is changed there is no need to change the resistor 

mounted on PCB only the potentiometer value can be 

adjusted to achieve the new resistance. 

Now for testing the working of the contact sensors, flex 

sensors and accelerometer we developed a GUI as shown in 

the Figure6 that read values at an interval of 0.5 seconds 

continuously and displayed them. This also allows us to 

debug any loose or broken connection since those sensors 

will give an unexpected output or no output at all. 

The above methods allowed us to design the circuit for the 

glove along with providing us with a way to debug the 

hardware components on the glove quickly and efficiently. 

With the hardware complete we must now make the 

software that classifies these gestures. We chose the KNN 

algorithm for classification since it is fast and efficient. 

This algorithm is a lazy learner thatis there needs to be no 

training done for the algorithm to function beforehand. As 

a new point enters only then are the calculations done to 

classify it. K Nearest Neighbor algorithm works on the 

principle of a calculating distance of a new data point from 

the existing points stored. These existing points are 

clustered into groups according to their predictor labels. 

The least distance among all clusters is then found out and 

that is the classified cluster/gesture of the data point. For 

our glove, we have 11 dimensions of classification so we 

use a MATLAB machine learning library to make the K 

Nearest neighbor and algorithm. 

We decided out parameters for the model we create. For the 

data set required for classification, we use loop. Inside the 

loop a user makes gestures for each alphabet. We take 4 

readings of each of those alphabets and store them in an 

excel sheet. A sample average of each alphabet is shown in 

Figure 7. 
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Using four such training set we now have a total of 104 

data sets for all the alphabets. Now we use the model 

created and the more expanded data set to classify every 

incoming gesture. To do this we created a GUI as shown in 

Figure 8. This GUI joins gestures made by a user to make a 

word and then converts the word to speech once a user puts 

the control signal of the same. 

 

 
 

Figure 8:Final GUI for User 

 

Apart from designing a GUI for a user to use now faced the 

problem of how to measure accuracy for the glove totally 

using this algorithm. To solve this problem, using the same 

program to get data we captured 2 more such training set 

i.e. 208 total data sets. We then check the accuracy of each 

data row with the created model. This allows us to fine-

tune parameters in the model and if the machine learning 

algorithm is changed we can easily check accuracy. Using 

this method, we get an accuracy of 89 % in MATLAB as 

presented in Figure 9. And it falls only due to particular 

letters. 

 

 
 

Figure 9: Result of classification of test set 

 

 

IV. CONCLUSION 

In this work, we designed a hand glove using flex sensor, 

contact sensors, and accelerometer as inputs to a KNN 

algorithm that would classify it. These sensors have very 

high accuracy and their outputs are accurately reproducible 

hence they were chosen. Another advantage of the glove is 

that if sensors are replaced the user can easily recalibrate 

the glove. We then design a classification algorithm using 

K Nearest Neighbours. We first use data set to make a 

model of the classifier and then using this model we 

classify the gesture.On checking accuracy with test sets we 

found out that our accuracy increase to 89 % for the glove. 

For the future, we can try to use different sensors to reduce 

cost. Also, we can implement a 2-hand glove 

implementation that makes words and sentence using 

advanced concepts of machine learning. 
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