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Abstract: This article shows the results about the development of a digital image processing system for the analysis of non-

melanoma cancer and actinic keratosis, whose design starts from the implementation of morphological and filtering algorithms, 

among others, in which some characteristics are explored as the asymmetry, edges, color and diameter, typical of the spot or mole 

of this type of skin cancer. As a research methodology, we used mathematical modeling and simulation of algorithms that adjust 

to the requirements of the diagnosis, according to certain variables associated with the study image, which allow interpretation 

and inference by the specialist regarding them. In this sense, the ABCDE model of melanoma is taken as a parameter of analysis 

and study of a mole. Finally, the importance of implementing certain algorithms directly related to artificial vision is established, 

with a view to establishing a better functional software prospectus, which facilitates the decision making of the specialist 

regarding the type of melanoma and subsequent treatment to be followed.  
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I. INTRODUCTION 

Skin cancer is a disease that has been manifested 

progressively in the world population [1], which apart from 

charging thousands of lives per year, has generated an 

alarming increase in the costs of treatment and prevention 

for the same. In fact, it is one of the most common 

carcinogenic diseases with the greatest impact in 

contemporary society. That is why preventive medicine 

permanently seeks to implement new techniques and/or 

technologies that allow an early diagnosis of this disease 

[2], where operating costs are reduced, without sacrificing 

efficiency and quality in the service, which are key for a 

health system that demands greater attention to its patients. 

Based on this problem, it require certain hospitals that treat 

this disease with the development of a computer program 

that allows an analysis in the context of clinical imaging, 

through the use and implementation of various 

mathematical algorithms integrated with the processing 

methods and image analysis through specialized software. 

It is based on the fact that the study images are spots or 

moles on the skin, whose pigmentation and morphology are 

characterized by their tonality and structure differentiated 

from the common spots of the skin. Therefore, to deepen 

the study of the objects that are part of the image, it is 

transformed to levels of gray and then binarized. With this 

transformation, it allows applying a set of mathematical 

algorithms, which provide relevant information about the 

form and structure of these objects in the desired scale, 

minimizing in the process and the excessive consumption 

of computational resources. 

 

Regarding the treatment of the image, we resort to a series 

of phases, where each of them involves a set of 

mathematical algorithms that allow detecting the first 
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instance objects that have certain irregularities, which are 

key to determining if the spot or mole is malignant or 

benign the phases are summarized in figure 1. 

 

 
Figure 1: Phases for the treatment of images 

 

 

The first phase involves the acquisition or capture of an 

image by means of a device, such as a digital camera or 

dermatoscope. In the next phase, once the image is stored 

in a repository, we proceed to make a color treatment, 

modifying it to a gray scale and then binarize it. In this 

phase we can apply other instructions such as selecting the 

region of the image to evaluate & centralize the study on it, 

in which certain algorithms are applied to highlight, extract 

and eliminate objects that are irrelevant. The grayscale or 

binary image is then submitted to other algorithms that 

allow the objects to be segmented to finally obtain a pattern 

that highlights the most relevant details and makes the 

decision making easier for the specialist. 

 

The digital acquisition of the images is carried out by the 

specialist doctor, after registration of the patient's data in a 

clinical file, which will then be uploaded to the repository 

folder of the system. It then starts the application of the 

algorithms according to the exposed phases in Figure 1.  

 

This acquisition is fundamental when performing the 

analysis for the extraction of characteristics of the objects 

of study. This is because, since the key lies in the quality or 

resolution that the image possesses as it is normally stored 

as a map of bits. Hence, if the registration of the objects 

that compose it is too granular or pixelated, it is going to be 

used in a complementary way. Restoration techniques, 

which implies an expense in terms of computational 

resources, which the current systems support it, but with 

the attenuating that the time required for this is limited in a 

consultation, especially when a prompt result is required. 

 

II. METHODOLOGY 

Before explaining the most representative algorithms used 

in the research paper, it is pertinent to explain the 

characteristics of the skin cancer which we analyzed in the 

paper.  

The skin has the function of protecting the body from 

heat, sunlight, injuries and infections, as well as helping to 

control body temperature, storage of water and fat. The 

skin is composed of three layers: epidermis, dermis and 

subcutaneous tissue. The skin cancer begins in the 

epidermis (outer layer), which is composed of squamous 

cells, basal cells and melanocytes. 

 

There are different types of skin cancer: from squamous 

cells and from basal or non-melanoma cells [3]. This last 

type responds to treatments quite well, as opposed to the 

first, which is more aggressive than most other types of 

skin cancer. The cancer called melanoma, [4, 5] if not 

diagnosed early, the probability that it invades other 

tissues and other parts of the body is very high [6]. When 

the state of evolution of this disease has been reached, the 

patient's life time is reduced, although there are aggressive 

treatments, the results in most cases are not promising. As 

an additional fact, the number of cases of melanoma 

increases every year, only 2% of all skin cancers are 

melanomas, which causes the majority of deaths from this 

type of disease. [7] 

 

In the case of Colombia, there are 1488 new cases every 

year of melanoma, of which 328 die from this cause and 

for 2017, 4291 new cases was projected. [8] As noted, the 

increase in cases of this disease increases alarmingly each 

year, and the number of deaths also, making this type of 

cancer a chronic disease of high cost to health and the 

patient.  

 

A. General information about skin cancer. 

 

According to the detailed studies of the National Cancer 

Institute of the USA. UU [9], on skin cancer, is 

summarized in the following points: 

 

- Skin cancer is a condition in which malignant 

(cancer) cells form in the tissues of the skin. 

- There are different types of cancer that start on 

the skin. 

- The skin when exposed to sunlight may increase 

the risk of presenting non-melanoma type cancer 

and actinic keratosis. 

- Non melanoma skin cancer and actinic keratosis 

often appear as a change in hue. 

- To detect and diagnose non-melanoma skin 

cancer and actinic keratosis, tests or procedures 

that examine the skin are used. 

- Certain factors influence the prognosis 

(probability of recovery) and treatment options. 

 

B. Non-melanoma skin cancer and actinic keratosis. 

 

Non-melanoma [10] and actinic keratosis [11] are the 

types of cancer that usually appear as an abnormal change 

in skin pigmentation at certain localized points. For the 

case of non-melanoma, the most common signs are a 

wound that does not heal. Also, they usually manifest as 

white, yellow or brown spots that look like a scar. Another 

form of manifestation is skin elevations whose color is red 
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or reddish brown. In extreme cases, it may present as 

scaly, bleeding or scabby skin. 

 

With actinic keratosis [12] as opposed to non-melanoma, 

it is manifested by a raised, flat and/or scaly rough area of 

the skin, in the form of a reddish, pink or brown patch. 

 

C. Detection and diagnosis of non-melanoma and actinic 

keratosis. 

 

There are several procedures for the detection of these two 

types of skin cancer: 

 

 Direct examination of the skin: The skin is 

examined in situ, with the aim of detecting the 

presence of abnormal lumps or spots, either by 

its color, size, shape or texture. This examination 

depends on the expertise on the part of the 

specialist, since it is of observational type. 

 

 Skin biopsy: A total or partial tissue is taken from 

the compromised region, for further pathological 

analysis in search of cancer cells. This study 

takes several days to issue a diagnosis. [13] 

 

 Dermatoscopy or epiluminescence: It is a 

technique that uses a conventional optical device 

or with polarized light, which amplifies the 

image of the cutaneous region, eliminating in the 

process the refraction and reflection of light on 

the skin. [14] With this the specialist doctor, 

observes in detail the structure and morphology 

of the study area. 

 

The detection procedures are analogical and do not imply 

the use of direct computer technologies for a preliminary 

study of the cancer. 

Therefore, observing this need, a study and subsequent 

development of a computer program was carried out that 

allow an analysis of non-melanoma and actinic keratosis 

cancer images with the aim of examining their structural 

and morphological characteristics. 

 

As a critical factor of the project, it was to take as reference 

the standard identification of the types of melanoma 

enunciated through self-examination in which the standard 

method ABCDE of melanoma is used. The patterns such as 

asymmetry, edge, color, diameter and evolution of the spot 

or mole are recorded, as shown in Figure 2. In this method 

it is required, since the type of morphology and 

pigmentation play a fundamental role when working with 

changes in the color of the study sample. Another aspect to 

consider are the series of external variables that can make 

the image present false positives. If the environment in 

which it was captured does not have good illumination, it is 

possible that an image with shines and changes of tonality 

that lead to an analysis and misinterpretation of the 

ABCDE method. 

According to the ABCDE model, the asymmetry allows to 

establish if the mole is benign or malignant, drawing a line 

in half. If the mole presents unevenly and irregularly, it is 

malignant. Color characterizes the mole in the sense that if 

it is uniform, it is considered benign & if it is of different 

tonalities it is malignant. The Diameter, establishes the 

dimension of the mole, which if it is benign, must have a 

size smaller than 6 mm[15]. Evolution measures the 

changes that the mole can present at a certain time, which 

denotes that it is malignant.  

 

 
 

Figure 2: ABCDE for classification of Melanoma, in which 

the asymmetry of the spot, the shape of the edges, the 

tonality that it presents, the diameter it has and the stage of 

evolution to which it is found are evaluated. These 

parameters indicate to the specialist the type of clinical 

analysis to be performed and the subsequent treatment to be 

carried out, based on their knowledge and experience in 

this regard. Source image: calderonpolanco.com 

 

The ABCDE classification is registered as a reference 

template in the software and as variables to carry out the 

study, both for the specialist and for the clinical support 

staff. It must be remembered that the image, when 

considered as an observational variable, it is subjected to 

parameters that the software cannot control and are 

associated with the human factors, such as: fatigue, 

disabling illness, medication, etc. influence in one way or 

another in the analysis. In technical terms, the variables to 

control are the variation of the light of the surroundings and 

form of registration of the study image, which must be 

focused specifically on the affected area.  

 

Another aspect to be taken into account during capture of 

the image is that the skin of the patient should not have any 

type of cream or dirt, which at the level of optical physics, 

generates patterns of refraction and / or reflection 

irregularities over the study area, which leads to an 

erroneous analysis of the sample.  

 

D. Analysis and image processing 
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The development of the research project focused on 

carrying out a study about the morphological and physical 

characteristics of the skin spots according to the ABCDE 

methodology, which allowed us to establish algorithms 

which would be ideal to carry out an analysis of the 

samples to be studied. This is obtained by maintaining the 

process, a comparative pattern with the original image, all 

managed through an application developed in Matlab. 

 

The purpose of image processing is to improve the 

appearance and / or look for details that are not perceived 

by the naked eye of the objects that make up the studio 

image. This procedure is carried out in order to make the 

details of the objects more evident, and thus allow an 

accurate inspection of the most relevant characteristics of 

the sample, through the application of mathematical 

algorithms simulated in the computer.  

 

E. Segmentation and binarization 

 

One of the first steps in the processing of images, apart 

from the digitized capture, is to segment the objects that 

make up the image in order to differentiate the study 

region. In order to apply the segmentation algorithms, the 

the image must be in gray scale, in order to determine the 

limits of the study regions by creating thresholds, active 

contours and color and intensity analysis. With the 

discontinuity, a Laplacian model is applied that divides the 

image based on the abrupt changes that occur at the level of 

shades of gray, to then apply the detection algorithms of 

isolated points, lines and edges. These algorithms are 

related to the concept of thresholding, which involves 

methods such as entropy, histogram, clustering, local 

spatiality and similarity. In the case of the latter method, it 

is responsible for dividing the image looking for regions 

that have similar values, according to pre-defined criteria, 

such as the growth of the regions and the thresholding.  

 

A parallel process to the segmentation, is to obtain the 

binary mask [16, 17], which consists basically of 

performing a matrix scan of the image by means of loops or 

recursion, in order to reduce the gray scale to values of 0 

and 1 (logical image), where zero, indicates pixels of black 

color, and one indicates the pixels of white color. In the 

same context of analysis, we discuss about the pre-

processing of the image, which consists of transforming it 

at the level of grays, which is fundamental for the 

subsequent algorithmic study, and then thresholding it, 

since what is pursued is the separation of the objects of the 

background of image I, so a threshold U is selected for any 

coordinate point (x, y), which meets the following 

condition: 

 

𝐼 𝑥, 𝑦 > 𝑈      (1) 

 

Where the threshold U is a number that is between 0 and 

255. Under this range of values, the image can be adjusted 

in order to establish specific aspects related to the 

resolution of objects of interest. 

 

F. Thresholding of contours 

 

With contour thresholding, it is sought to look for abrupt 

changes in the levels of gray present in the objects of the 

image, which turns out to be an indicative of the presence 

of edges in it. In general terms, you can see the 

thresholding method as an operation in which each pixel is 

evaluated with respect to a function U of the form: 

 

𝑈 = 𝑈[𝑥, 𝑦, 𝑝 𝑥, 𝑦 , 𝐼(𝑥, 𝑦)]        (2) 

 

Where I(x,y) represents the gray level of a coordinate pixel 

(x,y) and p(x,y) that describes the local property of the pixel 

with respect to its neighbors or neighborhood, in which the 

image is taken in its entirety as a matrix of size MxN. 

Therefore, the thresholding results in another image Im 

defined under the following conditions: 

 

𝐼𝑚 𝑥, 𝑦 =  
1   𝑠𝑖𝐼 𝑥, 𝑦 > 𝑈

0   𝑠𝑖𝐼 𝑥, 𝑦 ≤ 𝑈
         (3) 

From these conditions the following is inferred from Im: 

first it represents a pixel of coordinates (x, y) of the image, 

where the label 1, corresponds to the objects; and second, 

the label 0 that corresponds to the fund. In the thresholding 

phase, some aspects are considered regarding the treatment 

of the image, such as: Losses of connectivity between the 

pixels that are part of the edge of the image due to the 

inherent noise, due to the existence of edges and by noise 

filtering through the use of demanding algorithms. Each of 

these elements is relevant for a detailed analysis of the 

image, since the level of depth to which the study is made 

can only be done through the use of specialized software 

and a computer system provided for that purpose. 

G. Algorithms for edge detection 

 

Edge detection is an image processing technique that 

allows the search for boundaries that demarcate objects 

within the image. This is achieved through the use of 

approximations by first and second order derivatives, 

which detect discontinuities in the brightness of the objects. 

To do this, we proceeded to use edge detection techniques, 

which are based on the following algorithms: Roberts, 

Prewitt, Sobel and Canny. [18] These techniques, 

combined with other object counting algorithms [19], give 

a certain degree of reliability when carrying out a detailed 

study of the image through masks, which allow the gradient 

to be calculated. 

 

The masks of the first algorithms are represented as 

follows: 

 

- Roberts: only use two points for each mask as indicated, 

so it becomes ideal for when working with binary images. 

-1 0 

 0 1 
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- Prewitt: calculates the gradient over the edges of the 

image, where each mask is different. 

 

 

 

 

 

- Sobel: it is characterized because it allows eliminating 

part of the noise that the image carries, smoothing it and 

with it the false edges.  

  

 

 

 

 

One of the most relevant algorithms in this study is Canny 

[20], which is developed in phases to detect edges using 

four filters for horizontal, vertical and diagonal directions. 

The first phase is to obtain the gradient before smoothing 

the image to avoid over detection of the edges. This 

smoothing is by means of a Gaussian filter function, 

represented mathematically as: 

 

𝐺 𝑥, 𝑦 =
1

2𝜋𝜎2 𝑒
−

𝑥2+𝑦2

2𝜎2              (4) 

 

     The gradient of the image I (x, y) at a point (x, y), is 

described by a two-dimensional vector G, which has the 

form of: 

 𝐺 =  𝐺𝑥
2 + 𝐺𝑦

2 =  𝐺𝑥  +  𝐺𝑦            (5) 

 

Where the gradient vector is represented by: 

 

∇𝑓 𝑥, 𝑦 =  
𝜕𝑓

𝜕𝑥
,
𝜕𝑓

𝜕𝑦
 = [𝐺𝑥 , 𝐺𝑦 ]       (6) 

 

The direction between 𝐺𝑥  and 𝐺𝑦 is determined by the 

inverse function of the tangent: 

 

𝜑 𝑥, 𝑦 = 𝑡𝑎𝑛−1  
𝐺𝑦

𝐺𝑥
               (7) 

The next phase of analysis consists of the non-maximum 

suppression of the gradients, in which it is sought to obtain 

edges of a dimension pixel. Therefore, a discrete set of 

addresses is taken for the analysis of 0, 45, 90 and 135 

degrees. Then, we proceed to calculate the hysteresis of the 

threshold to the previous phase, eliminating maximum 

noise along with the other details not essential for the study 

of the image. Finally, the closing phase of the open 

contours of the image is applied. 

 

As for the algorithms of Roberts, Prewitt and Sobel, they 

differ from each other by the masks used on the edges of 

the image, by their sensitivity to noise and vertical, 

horizontal and diagonal directions [16]. Thus, with the 

implementation of these algorithms in the system, it implies 

for the specialist to determine which are the most suitable 

for the study, providing a wide range of presentation of the 

objects of the image in terms of tones, morphology and 

more relevant expression. With these options given in the 

program, the specialist can select the algorithms that suit 

you according to the type of study you want to perform on 

the sample. 

 

H. Presentation system 

 

Before starting the process of analysis, the specialist doctor 

must register the details in the computer system with the 

purpose that posteriori can create the clinical record of the 

patient, entering the personal information to be registered 

in the database developed. We are using MySQL in this 

case. The system confirms the user and password in the 

database for the later entry of this to the program. Once this 

step is done, the doctor will be ready to record the patient's 

personal data in the subsequent consultations. 

 

The next step is the collection and storage of the images of 

the patient's affected skin in the repository of the database. 

To do this, the original image is loaded from a digital 

camera or a dermatoscope. Once this step is done, the 

image is transformed to gray scale, to then apply the 

binarization or thresholding algorithms as desired. Then, 

we proceed to highlight the contour of the study image, as 

shown in Figure 3. 

 

The next step is to eliminate pixels from the lunar contour 

and objects that differ in the sampling. In this process, we 

present the option of applying morphological algorithms 

[21] such as dilation, erosion, opening and closing on the 

binarized image [22], which allow us to clean and/or 

eliminate the contour and neighborhoods of the I image (x, 

y) of objects that are not very relevant to the study. It 

should be noted that the order of the morphological 

algorithms must be respected in order to obtain better 

results. Each morphology generates a structural element, 

which is a sub-image I '(i, j). 

 
Figure 3: Binarization of the image, previous conversion to 

a gray level scale and complement of the image at gray 

level. This last process is carried out in order to establish 

the uniformity of the pixels in the relevant objects of the 

study image and establish whether or not a new information 

record is relevant. 
 

Mathematically, the morphological structures E of I are 

designated by the operators ⨁ and ⊗, which define a set of 

-1 -1 -1 

0 0 0 

1 1 1 

-1 0 1 

-1 0 1 

-1 1 1 

-1 -2 -1 

0 0 0 

 1 2 1 

-1 0 1 

-2 0 2 

-1 0 1 
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data according to the algorithm applied. For the case of the 

dilation process, it complies with the commutative and 

associative property, just as it is invariant to the 

transformation, which is also increasing, that is, the number 

of rows of the matrix I 'is equal to or greater than the matrix 

I. Then, the dilation is defined as the set: 

 

𝐼⨁𝐼′ = {𝑑 ∈ 𝐸2: 𝑥 + 𝑏, 𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑥 ∈ 𝐼 𝑦  𝑏 ∈ 𝐼′}     (8) 

 

This set implies that: 

 

(𝐼⨁𝐼′ )(𝑥, 𝑦) = max0≤𝑖≤𝑚−1
0≤𝑗≤𝑛−1

{𝐼 𝑥 − 𝑖. 𝑦 − 𝑗 + 𝐼′(𝑖, 𝑗)}   (9) 

 

That is to say, this algorithm allows adding pixels in the 

borders of the study image, in order to improve variations 

in the neighborhoods of the objects that compose it. 

 

As for the process of erosion, it complies with the 

properties of not being commutative, it is invariant to 

transformations, and it is invertible (once applied it cannot 

be returned), it is dual and it is a growing transformation, 

among others: 

 

𝐼 ⊗ 𝐼′ = {𝑑 ∈ 𝐸2: 𝑑 + 𝑏 ∈ 𝐼, 𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑏 ∈ 𝐼′}     (10) 

 

This set implies that: 

 

(𝐼 ⊗ 𝐼′)(𝑥, 𝑦) = min0≤𝑖≤𝑚−1
0≤𝑗≤𝑛−1

{𝐼 𝑥 + 𝑖. 𝑦 + 𝑗 − 𝐼′(𝑖, 𝑗)} 

(11) 

 

That is to say, this algorithm allows removing pixels from 

the borders of the studio image, in order to soften the 

neighborhoods of the objects that compose it. 

 

These models take values that are outside the binarized 

image, which assumes that their gray level is equal to zero, 

I(x, y) = 0. Furthermore, if an XOR function is applied to 

either of the two morphologies, they are obtained the 

contours of the image, which has remained as an option of 

use for the specialist. 

 

For the case of opening and closing, these are combinations 

of erosion and expansion, which allow eliminating details 

of the image smaller than those of the structural element. 

The respective operations are: 

 

𝐼 ∘ 𝐼′ = (𝐼 ⊗ 𝐼′)⨁𝐼′           (12) 

𝐼 ⋅ 𝐼′ = (𝐼⨁𝐼′) ⊗ 𝐼′             (13) 

 

Both the opening and closing operations are idempotent, 

that is, they can be executed as many times as desired and 

the same result is obtained. 

 

With the use of morphological algorithms, it allows 

eliminating any object not related to the study image, 

which decreases in a certain percentage the false positives 

of the skin, such as moles, spots and/or freckles near the 

study area, including imperfections of the skin like scars, or 

villi. Therefore, the step to follow for minimizing this 

problem is to add pixels to the outline of the objects present 

in the image in order to improve their border, as seen in 

Figure 4. 

 
Figure 4 

 

Once the histogram has been established, it allows 

observing the level of gray pixels and their distribution in 

the image, which in this case shows pale shadows in some 

regions. It is then necessary to apply the algorithm of 

dilation before binarization to establish its morphology. It 

removes the irrelevant details of the image i.e. reduces or 

refines the image, and finally applies the algorithm of the 

lock that softens the outline of the image on the outside. 

Another algorithm that eventually applies is the opening 

algorithm which smoothest the image inside. 

 

Also, parallel to the previous process, a histogram of the 

studio image can be generated in order to establish the 

distribution of pixels in the gray levels. Similarly, with the 

histogram we can determine if the image is dark (shades 

off) or black background (shadows), the image has very 

clear regions (overexposure) or has no dark regions (pale 

shadows). It should be remembered that the histogram is a 

graphic representation of the relative frequencies according 

to the colors that make up the scene of an image. Haystacks 

and Cross [23] define the histogram as a discrete function, 

which represents the number of pixels in the image as a 

function of intensity levels, g, where the probability of 

occurrence P (g) of a given level g is define as: 

𝑃 𝑔 =
𝑁(𝑔)

𝑀
     (14) 

 

Where P (g) is evaluated in the interval [0, 1], N(g) 

represents the number of pixels that is at an intensity level 

g and M represents the number of pixels in the image. 

 

Within the statistical characteristic of a histogram that is 

evaluated in a gray scale image are: the mean, variance, 

asymmetry, energy and entropy. To this process we can add 

the equalization algorithm, which allows us to improve the 

resolution of the image, to later work with it from the 

beginning and apply the histogram again. 

 

Continuing with the analysis, we define the degree of 

reflection and refraction of the study area in which the 

image is submitted to RGB masks in order to observe 

differences and coherences according to the ABCDE 
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model. In this same context, the counting of relevant 

objects of the image is performed as shown in Figure 5. It 

shows the area and geometry that one wish to study inside 

the sample is defined. 

 
Figure 5: Counting of objects according to the number of 

pixels per predefined cell. This process is important when 

comparing the images with time. If there are minimal 

changes in the structure of the mole or spot, the count will 

be known immediately. Needless to say, this count is 

automatic. 

 

A complementary option to the masks is to use the 

Mahalanobis algorithm [24], which allows determining the 

similarity between two multidimensional random variables 

through the measurement of the distance between 

distributions: 

 

𝐷2 =  𝜇0 − 𝜇 𝑇𝑆−1 𝜇0 − 𝜇            (15) 

 

Where μo, μ and S represent the means and variance 

respectively of a set of distributions calculated on the 

objects of the image. 

The Euclidean distance, unlike the previous one, takes into 

account the correlation between the random variables. For 

the case of 2D images, the distance is calculated as follows. 

 

𝑑 =    𝑥𝑖 − 𝑦𝑖 
2𝑛

𝑖=1                    (16) 

 

That is, the Mahalanobis distance is calculated between two 

random variables that have the same probability 

distribution, which are related to a covariance matrix [25]. 

Hence the results in terms of the distribution of pixels are 

either in color or gray scale of an image turns out to be 

better than the Euclidean. This does not imply that the 

Euclidean metric is discarded as it is used to measure the 

diameter of objects, increase or reduce the size of the image 

and cut a part of it. Among other options, all of them 

leading to extract the most representative patterns of this, in 

order to facilitate the specialist, infer about the 

morphological characteristics and appearance of the spots 

for later comparison with the ABCDE model. 

 

A help that is incorporated into the system, is the use of 

differentiation as a method to calculate the degree of 

separation between neighboring gray levels, edge detection 

and probability distribution of pixels (objects). To do this, 

the filtering algorithms [26] are applied, such as: Roberts, 

log, Poisson and Speckle. Each of these algorithms presents 

changes in the study image, which eventually are combined 

with others that the specialist deems necessary in order to 

clarify details and rule out false positives. 

 

As a complement to what was previously developed, a 

series of image correlation algorithms are used, which 

allow the establishment of properties of certain study 

objects that may be relevant for clinical analysis, in terms 

of growth and patterns associated with the ABCDE model, 

& can be taken as a tool to support it. Also, with the 

correlation method, a comparison pattern is established 

between the original image and an image that has been 

recorded posteriori or a section of it, in order to establish if 

there are variations in a certain region of the spot, such as 

seen in figure 6. 

 

 

 
Figure 6: Method of pixel correlation of a color or gray 

scale image. This method is ideal when it is required to 

establish variations in saturation, tone and brightness of the 

objects in an image.  

III. DISCUSSION AND ANALYSIS OF RESULTS 

The procedures is currently applied for the detection of skin 

cancer (in particular that of non-melanoma and actinic 

keratosis) from a computer system that acts as a support to 

the diagnosis of diseases especially when it requires the 

specialist to perform a detection in its first stages. In the 

obligatory bibliographic review for the development of the 

project, it is evident that there is very little material focused 

directly on the subject treated. There are investigations for 

the processing of skin cancer images in which 

dermatoscopic images are taken [27], applying techniques 

of morphological analysis, color manipulation, image 

segmentation and characterization [23, 28], even using 

neural networks, which they have proven to be good about 

selecting specific study regions, but not for non-melanoma 

and keratosis. 
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In contrast to the techniques mentioned, the proposed 

system combines various algorithms for edge analysis, 

filtering and color. This allows a detailed study on the 

morphology and structure of the spot or lunar. Special 

attention was paid to the detection of discontinuities, such 

as edges, lines and corners, where the canny algorithm was 

of particular interest, as well as that of sobel, Roberts and 

the prewit. We have taken these four algorithms as 

Alvarado [29] states that when applying image 

reconstruction considering combinations of phase and 

magnitude from different sources, they also show that the 

phase is the carrier of this information. 

  

Combining several algorithms together allows a detailed 

study of specific regions of the sample, which is very 

important for further histological study. Also, within the 

analysis of the characteristics of the image, a combo of 

standard filters has been arranged, either to work with the 

morphology, such as the top-hat and the bottom-hat, as to 

improve the quality of the sample's enhancement, such as: 

the Gaussian, salt & pepper [30] and multiplicative, with 

various configurations to increase or decrease the noise 

level. 

 

According to tests conducted in a controlled environment, 

an important element is the quality of the image, so the use 

of the dermatoscope is recommended. Although a series of 

photographic records was made with a conventional digital 

camera, even with images captured from a mobile device, 

the system proved to be flexible and functional when it 

came to processing the images. This experience proposes 

that if the patient, due to factors of access, transportation 

and costs, cannot travel to the health center, only with the 

capture of a good image through a smartphone, tablet or 

digital camera can be used directly for the diagnosis. In 

fact, with the advance that currently exists in terms of 

development platforms for mobile applications, part of the 

code developed for the desktop program can be 

extrapolated and implemented in a Smartphone, either in 

Matlab code (using the package of Matlab Mobile), or 

using other languages such as OpenCV [31], Java [32] and 

Python [33], among others. 

 

The system developed is designed as a complement to the 

aforementioned diagnostic procedures, which will allow the 

specialist and/or pathologist to carry out a detailed and 

personalized study of the evolution of melanoma.  

 

In the future, it is intended that the developed system be 

integrated with advanced artificial vision algorithms, 

combined with intelligent algorithms based on deep 

learning (deed learning) [34] and/or learning machines 

(machine learning) [35]. This will undoubtedly improve the 

performance, since these algorithms allow comparisons 

and/or correlations between objects in real time with what 

can be established if the treatments performed are working 

as expected or not. The correlations have proved their value 

in other contexts of clinical imaging and engineering in 

general. 

IV. CONCLUSIONS 

The study of clinical images has taken great relevance in 

recent years due to the exponential growth of 

computational power as well as the development of new 

applications that allow simulating high complexity 

mathematical algorithms quickly and efficiently. Thus, by 

using digital image processing for the early identification 

of cancer, the specialist can perform a detailed analysis of 

skin abnormalities such as non-melanoma and actinic 

keratosis in its early stages of evolution. One aspect to be 

taken into account of the program is that it can expand to 

other types of skin anomalies, knowing how to combine the 

various algorithms for image processing, whose visual 

manifestation can be identified quickly, based on the 

ABCDE classification of the melanoma. 

 

By combining various image contour enhancement 

algorithms, segmentation, binarization, thresholding, 

Euclidean and Mahalanobis metrics, the ideal results are 

obtained for a visual study of the aforementioned 

melanomas, in addition to facilitating the field of 

observational research of this type of disease. 

 

Although preliminary tests have been performed with 

standard neural networks, more research is required on the 

potential fusion of convolution neural networks with the 

developed system, as well as the incorporation of other 

artificial vision algorithms, such as: Viola Jones [ 36, 37] 

and the algorithm of AdaBoost [38] and an adaptive meta-

algorithm of machine learning. This is to make the program 

more dynamic and assertive when identifying abnormal 

patterns in moles and/or skin spots. Therefore, 

identification of melanoma will be faster & making it easier 

for the medical specialist to make decisions in the early 

stages of the disease. 

 

One aspect to mention that a neural network or artificial 

vision was not incorporated into the current software due to 

the fact that the system was created in principle to be 

implemented in a portable computer which allows its 

mobility if the specialist has to travel to hard-to-reach areas 

and carry out his on-site study.  
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