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Abstract: The effective utilization of the resources is recognized as essential tool not only for the cost effectiveness of the 

system but also for the environment. Sharing of the resources improves its utilization but also creates contention among the 

processes using it. This contention may lead to frequent deadlocks. Many deadlock avoidance techniques exist for avoiding the 

deadlock while sharing the resources. However, all these technique suffer from two major limitations: 1) they assume that the 

resource requirement for each process is known in advance; 2) overhead for decision making for resource granting to ensure that 

any future deadlock must be avoided. This paper proposes a Dynamic Budget for Threshold based Resource Reservation 

Technique for Deadlock Avoidance (DB-TRA) which extends the existing Threshold based Resource Reservation Technique for 

Deadlock Avoidance (TRA) [24] technique. The existing TRA address the second limitation of excessive overhead for resource 

granting by forward calculation to avoid deadlock. However, this TRA technique also suffers from the first limitation and assumes 

that the resource requirement of each process is known in advance. The proposed DB-TRA technique address this limitation of the 

deadlock avoidance techniques by proposing a dynamic budget which eliminates the need of prior knowledge of the resource 

requirement of any process, the budget is adjusted dynamically to cater the need of the process. The proposed technique uses the 

resource reservation as suggested in TRA for minimizing the overhead in granting of the requested resources. The simulation 

result shows that the proposed DB-TRA technique performs better than existing deadlock avoidance technique. 

 

Keywords: Deadlock; Deadlock handling; Deadlock Prevention; Deadlock Avoidance; Resource allocation; Banker‟s Algorithm; 

Resource management.

I. INTRODUCTION 

Modern computing systems composed of multiple 

resources to serve multiple processes. Each process 

performs a set of operations. Each operation may need one 

or more resources. The resources acquired in one operation 

may not be released before new resources are acquired for 

the subsequent operation. These resources must be shared 

for their effective utilization. Resource manager in 

traditional computing systems often assigns fixed number 

of resources to a process to satisfy its requirement. Such 

type of static resource allocation often results in the 

underutilization of resources. On the other hand, if the 

resources are shared then if they are not properly managed 

the system may end in a deadlock, where no process is able 

to complete. 
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Sharing of resources is not only important in computing 

systems but also in real world. Some of the real world 

examples of shared resources are construction of building 

by contractor, transportation systems, manufacturing 

systems, engineering tools, real time systems and 

controlled systems, etc. For example [22], a project of 

constructing villas can be considered as a system, where 

the contractor constructs for various clients. In this system 

construction of each villa is a process. Each of these 

processes can be divided into operations (foundation, 

construction, interiors) requiring resources as money and 

time to complete. The contractor has limited initial amount 

to start and promises a time frame to deliver the completed 

villa (along with the interiors). The client pays back the 

construction cost only upon the completion of villa with its 

interiors. Thus, if the contractor uses all his initial amount 

for constructing the foundation for all the villas then he 

may not be left with any amount for further construction 

and interiors. The client will pay him back only on 

completion of the interiors hence, this can lead to a 

deadlock. On the other hand, if he finishes one villa at a 

time the resources (money) in his account will be 

underutilized and the time for completion of the project 

will also increase. Thus, it is crucial to manage the 

resources for their effective utilization. 

This paper intends to develop a resource management 

technique that will manage the resources in an efficient 

way and also avoid deadlock. The proposed technique 

reduces the overhead by pre-estimating the resource 

requirements for a process and avoids the deadlock.  

II. RELATED WORK 

Coffman et. al. [3] and Holt [6] formalize the problem 

of deadlocks in term of Graph-theoretic model and 

identified the conditions for deadlock occurrence. Holt‟s 

deadlock model was transformed into a finite state 

automaton with the final states corresponding to deadlock 

by Nutt [7]. 

Broadly, there are four strategies to handle deadlocks; 

ignorance, detection, avoidance, prevention. The easiest 

solution is ignoring deadlock when it does not lead to 

critical situation for specific application. Deadlock 

detection methods try to detect and resolve them once they 

occur. A deadlock avoidance (DA) method avoids 

deadlocks in advance. The Deadlock Prevention (DP) 

techniques ensure that any one of the four essential 

conditions for deadlock does not occur. 

Deadlock prevention affects the process itself and may 

not be possible to implement in all the systems. The 

deadlock avoidance techniques perform forward 

calculations based on the prior knowledge of the resource 

requirement for each process. One of the most popular 

deadlock avoidance techniques was developed by Dijkstra 

[4] as Banker‟s Algorithm for a single resource type. 

Habermann [5] extended this Banker‟s Algorithm to handle 

multiple resource types. Banker‟s algorithm assumes prior 

knowledge of the maximum resource requirement for every 

process in the system at any given time. Devillers [8] 

assumed that the future resource requirement for each 

process is represented as flowchart. Based on this flowchart 

the operating system and the process behave as if they are 

playing a game to find the deadlock and deadlock 

avoidance states. A dynamic algorithm is presented by 

Fontao [9] for DA. Frailey [10] presented a DA algorithm 

implemented on MACE operating system, of CDC 6500 at 

Purde University. Dixit and Khuteta[33]also assume prior 

knowledge of the resource requirement for all processes. 

They permit the resource requirement to change at run time 

for avoiding deadlock. They stack the processes as per the 

remaining Needs. Kawadkar et. al.[34]re-examined the 

Banker‟s algorithm to consider the processes in the waiting 

state. They prioritized the waiting processes based on the 

resources they were holding and the resources they further 

needed. They still assumed that the resources requirement 

of each task is known is advance. Youming Li [28] 

modified the Banker‟s algorithm making it „n‟ times faster 

than the original. In this method a permutation matrix was 

generated by counting sort for each resource type. The 

process with highest position in the sorted sequence vector 

was greedily selected. The storage requirement for 

permutation matrix was high with respect of memory. 

Further, the advance knowledge of the resource 

requirement was also essential. Huang et.al. [40] proposed 

resource management for broadcasting wireless systems 

with limited frame length using a modification of Banker's 

algorithm. As in Banker‟s algorithm a safety judgment is 

made for effective allocation results. In case the system is 

not in safe condition, adjustments were suggested get to a 

more appropriate allocation result. Yin et. al. [42] 

addressed the multithreaded programs to avoid deadlock by 

using lock automation. They suggested to combining 

offline static analysis and runtime execution control. They 

created a control flow graph of a program, and then 

translated it into a formal model which was then analysed 

for to detect potential deadlocks. The deadlock avoidance 

was performed run time.  

Pyla and Varadarajan [30] examined the need of 

deadlock handling in a multi-thread environment. They 

proposed Sammati for deadlock detection and recovery in a 

POSIX multi-threaded program. They suggested recovering 

from a deadlock by rollback once it is detected. Gwad et.al. 

[35] proposed a deadlock detection algorithm for threads. It 

indicated the deadlock initiator thread in advance. The 

resource allocation problem in grid systems is examined by 

Zhang et. al. [36]. Based on atomic transaction they present 

a fast co-allocation approach for the resources. Authors 

[37, 42] suggested detecting deadlock in a multi-processing 

system. However, they assumed that each request must be 

for a single unit of a resource. Cahit [38] presented a 

deadlock detection method using an undirected graph with 

labels as 0 or 1. It assumes that the deadlock would occur 

only if a cycle with alternating 0s and 1s is formed. Shiu et. 

al. [39] presented a hardware unit for deadlock detection. 

Xiao and Lee [27] used multiple units in parallel for 

deadlock detection leading to a run time complexity of 

O(log2(min(m,n))).All the deadlock detection techniques 
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detect deadlock after its occurrence and have as overhead 

in terms of deadlock recovery as well. In deadlock recovery 

some or all the processes are either rolled back and/or the 

resources are pre-empted. These steps for deadlock 

recovery may not be possible to implement in all systems 

Authors [23, 24, 25, 26] proposed deadlock handling by 

performing resource reservation where subsets of the 

resources are reserved by the system and the remaining 

resources are granted without any further checks. The 

reserved resources can be used by a process only if it is 

likely to complete and relinquish all the resources allocated 

to it. These techniques have low time complexity making 

them very efficient as compared to all the above reported 

techniques. However, they still suffer with one of the 

lacunas of the deadlock avoidance strategies, that is, prior 

knowledge of the resource requirement. The proposed 

technique aims to overcome this limitation by providing a 

budget that can adjust and still ensure deadlock free 

system. 
III. SYSTEM MODEL 

Dynamic resource allocation scheme assigns computing 

resources to processes based on demand as and when 

needed. Existing work has mainly concentrated on the 

deadlock avoidance techniques. They assume that the 

execution time and resource requirement for each process 

is known in advance. This assumption is unrealistic at 

times or has considerable overhead in real time scenarios. 

Hence, this paper presents a deadlock free dynamic budget- 

threshold based resource management technique. The main 

goal is to dynamically allocate the resources to the 

processes based on their budget calculated through 

threshold to improve resource utilization and increase the 

performance of the system. 

The system is consists of „m‟ resources;  𝑅1, 𝑅2,
𝑅3 …𝑅𝑚 , with 𝛼1, 𝛼2,…𝛼𝑚  instances of each type.The 

resources must be shared by ′𝑛′ independent processes, 

𝑃1 , 𝑃2 , 𝑃3 …𝑃𝑛  . Various data structures used are as 

described below: 

 

 Actual Resource (Actual[i][j]):It is a two-dimensional 

array of size 𝑛 × 𝑚. It is the accurate number of 

resources requested by a process during its execution. If 

Actual[i][j] equal k, then process 𝑃𝑖has requested k 

instances of resources type 𝑅𝑗  so far. It is used to 

initializes the budget if a process is aborted. 

 Request (Request[i][j]): It is a two-dimensional array of 

size 𝑛 × 𝑚. A process can be viewed as sub-processes. 

These sub-processes within the process 𝑃𝑖while 

executing request for resources. If Request[i][j] = k, it 

implies k instances of resource type 𝑅𝑗  are requested by 

the process 𝑃𝑖 for it‟s further execution. 

 Allocation (Allocation[i][j]): The resources once 

granted to a process for its execution are said to be 

allocated to it. Allocation[i][j] is two dimensional array 

𝑛 × 𝑚, specifying the number of instances of a resource 

held by a process for its execution. That is, if 

Allocation[i][j] = k, then process 𝑃𝑖 is permitted to use k 

instances of resources type 𝑅𝑗  for it‟s exclusive use 

during it‟s execution. 

 Threshold (Threshold[i]): It is an array of m 

elements, with Threshold[j]=⌈⌊Request[i][j] 

∀i=1,2…n⌋, 0⌉. It is least instance of a resource 

needed by one of the processes. That is, if threshold[j] 

=k, then k instances of resource type 𝑅𝑗  are sufficient 

for at least one process 𝑃𝑖 to complete its execution.  

 Reserve Pool (Reserve[j]): An „m‟ element array, 

where Reserve[j]=Threshold[j], these resources are 

used by a process to complete and avoid deadlock. 

 Available Pool (Available[j]): All the resources in the 

system are divided into a reserve and available pool. 

The available pool contains all resources that are both 

unreserved resources and not allocated to any process. 

Thus, if Available[j] = k, then „k‟ unreserved 

instances of resource type 𝑅𝑗  are unallocated to any 

process and thus, are available for possible allocation. 

 Budget (Budget[i][j]): A two dimensional array𝑛 ×
𝑚, defining the resources anticipated to be needed by 

a process. If Budget [i][j] = k, then process 𝑃𝑖 is 
allotted a budget of „k‟ instances of resources 𝑅𝑗  in its 

life time. However, this Budget [i] is changed 

dynamically with the process 𝑃𝑖  resource request; 

Budget[i][j] =Request[i][j] + Threshold[j] + 

Allocation[i][j]. 

 Need (Need[i][j]): It is two-dimensional array 𝑛 × 𝑚, 

quantifying the remaining resources a process is 

expected to request. That is, if Need[i][j] = k, then k 

more instances of resource 𝑅𝑗 are likely to be 

requested to complete process 𝑃𝑖 ‟s execution. 

Mathematically, 

𝑁𝑒𝑒𝑑[𝑖][𝑗] = 𝐵𝑢𝑑𝑔𝑒𝑡[𝑖][𝑗] – 𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛[𝑖][𝑗]. 
 Throughput: is the number of processes completing 

per unit of time. 

 Turnaround time: is the overall time a process takes 

from the time it is submitted to the time it  completes, 

it includes the waiting time of the process for the CPU 

or the I/O and execution 

 

Safety Sequence [4]: “It is a sequence of process 

⌌𝑃i , 𝑃(i+1), 𝑃(i+2) …𝑃𝑛 ⌍ which is considered to be safe if 

for each process, with the current allocation the Needs of 

all the processes can still be satisfied by the currently 

available resources plus resources held by all processes 

prior to it in the sequence”. Safety Sequence may not be 

unique and can be estimated by algorithm suggested in [4].  

Safe State [4]: “The system for which the Safety 

Sequence exists indicating Budget of each process can be 

satisfied is said to be in Safe State. That is, no deadlock is 

expected in the future as long as the present state of the 

system remains unaltered”. 

Unsafe State[4]:“The system which is not in Safe State 

is considered to be in Unsafe State, indicating that the 

system is heading towards a deadlock”. 
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IV. DYNAMIC BUDGET FOR THRESHOLD BASED RESOURCE 

RESERVATION TECHNIQUE FOR DEADLOCK AVOIDANCE 

(DB-TRA) 

The present work aims to propose a new deadlock 

management technique for systems where no prior 

knowledge about number of processes or their behavior is 

available. This contrasts with the existing deadlock 

Avoidance Techniques [24, 26, 28] where number of 

processes is assumed to be fixed and each process must 

declare its maximum resource requirement. This estimation 

of the maximum resource requirement must be made before 

the process starts executing and has an overhead. Further, 

the existing techniques do not allow a process to modify its 

resource requirement once declared at its inception. 

Present work extends Deadlock Avoidance technique 

namely Threshold Based Resource Allocation Technique 

(TRA) [24] to overcome its limitation. The TRA technique 

assumes that the overall resource requirement (Max[i][j]) 

for every process is known prior to its execution. This 

technique has low overhead as it reduces the safety 

sequence estimation overhead for deadlock avoidance by 

reserving a portion of the resources. The deadlock is 

avoided by granting these reserved resources. The 

estimation of the resources to be reserved is based on a 

threshold of Threshold[j]=⌈⌊Need[i][j] ∀i=1,2…n⌋, 0⌉ 
where Need[i][j]= Max[i][j]-Allocation[i][j]. TRA 

endeavored that at least one process P has sufficient 

resources for its completion. Once this process P, 

completes it can relinquish all the resources it was holding. 

TRA considers only the Available Pool to take the decision 

of granting the resources incurring minimal overhead. That 

is, if sufficient resources are available in the Available pool 

the process request for resources is granted without any 

further checks. However, in case the Available pool does 

not contain sufficient resources then the reserve pool 

resources could be used such that the all the resources this 

process will ever need (i.e. Need[i]) to complete are 

granted. On completion this process will release all the 

resources allocated to it. Thus, the deadlock is avoided. 

The assumption that the resource requirement is known 

in advance is serious limitation of most of the deadlock 

avoidance techniques as this estimation has considerable 

overhead. The present work proposes a dynamic budget 

(DB-TRA) technique to overcome the limitation of TRA 

technique of assuming that the maximum (Max[i][j]) 

resources required by each process is known in advance.  

The DA-TRA proposes an initial budget of resources to 

be given to each process. This budget is initialized with no 

prior knowledge of the process resource requirement rather 

on the current request made by it. However, this budget is 

updated to accommodate the resource requests made by a 

process. The safety sequence test ensures that the system is 

deadlock free with the proposed budget. Thus, every time 

the process makes a new resource request within the budget 

allotment is done as per the TRA technique [24] using 

available resources and reservation pool. However, if the 

requested resources are beyond the budget granted to a 

process then the budget is modified to accommodate the 

new request. To ensure the deadlock Free State, the safety 

sequence is estimated. If the system is safe the requested 

resources are granted. However, if the safety sequence does 

not exist the process state is stored (check pointed) and 

queued in the pending state with its budget updated to the 

actual resource request. This process may be aborted to 

prevent the hold and wait condition which may lead to a 

deadlock. However, this can be postponed till some process 

requests for the resources held by this pending process. 

This will reduce the repercussions of over budgeting.  

The following example illustrates the working of the 

proposed technique.  

Example 1: Consider a system with four resource types 

{R1, R2, R3,R4} with instances {8,13,11,10} respectively. 

At time T0 processes arrive with their resource requests as 

shown in table 1. The resource actual requirement to 

complete is not known though. The budget for each process 

is initialized using Budget[i][j]=Request[i][j] + 

Threshold[j] + Allocation[i][j] where Request[i][j] is the 

resources requested by each process Pi, Threshold[j] is 

initialized as ⌈⌊Request[i][j] ∀i=1,2…n⌋, 0⌉ and 

Allocation[i]={0}. Thus, Threshold = {1, 2, 1, 2} and the 

budgets are estimated as shown in the table 1. 

All the requests are granted and Allocation, Request 

and Need matrixes are updated accordingly. Eventually, the 

resources remaining are {3, 6, 5, 4} from which {1, 2, 1, 2} 

will be in the Reservation pool and remaining {2, 4, 4, 2} 

will be in the Available pool. The Safety Sequence is {P1,  

Table 1: Process arrival at time T0 

 

Actual requirement 

(not known) 
Allocation Request at time T0 

Budget at time T0 

(allocation+request+threshol

d) 

Need at time T0 

 R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 

P1 0 0 1 0 0 0 0 0 0 0 0 0 1 2 1 2 1 2 1 2 

P2 2 7 5 0 0 0 0 0 0 2 1 0 1 4 2 2 1 4 2 2 

P3 6 6 5 2 0 0 0 0 4 3 1 2 5 5 2 4 5 5 2 4 

P4 4 3 5 4 0 0 0 0 1 0 2 4 2 2 3 6 2 2 3 6 

P5 0 6 5 0 0 0 0 0 0 2 2 0 1 4 3 2 1 4 3 2 

Before Allocation :       Available Pool ={7, 11, 10, 8} Reserve Pool ={1, 2, 1, 2} 
 

After Allocation :       Available Pool ={2, 4, 4, 2} Reserve Pool ={1, 2, 1, 2} 
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Table 2: Process arrival at time T1 when process P2 makes the request (0, 3, 2, 0) 

 
Actual requirement 

(not known) 
Allocation Request at time T1 

Budget at time T0 

(allocation+request+threshold) 
Need at time T0 

 
R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 R1 R2 R3 R4 

P1 0 0 1 0 0 0 0 0 0 0 0 0 1 2 1 2 1 2 1 2 

P2 2 7 5 0 0 2 1 0 0 3 2 0 1 7 4 2 1 5 3 2 

P3 6 6 5 2 4 3 1 2 0 0 0 0 5 5 2 4 1 2 1 2 

P4 4 3 5 4 1 0 2 4 0 0 0 0 2 2 3 6 1 2 1 2 

P5 0 6 5 0 0 2 2 0 0 0 0 0 1 4 3 2 1 2 1 2 

Before Allocation :       Available Pool ={2, 4, 4, 2} Reserve Pool ={1, 2, 1, 2} 

After Allocation :       Available Pool = { 2, 1, 2, 2} Reserve Pool ={1, 2, 1, 2} 

 

P2, P4, P3, P5}. Thus, the system is in safe state.  

Suppose at time T1, process P2 with Need of {1, 2, 1, 

2}, requests for {0, 3, 2, 0} resource instances. In other 

words, P2 requests for resource R2 and R3 more than its 

presumed budget. However, the proposed DB-TRA 

technique allows a process to modify its Budget as 

Budget[2][j]=Request[2][j] + Threshold[j] + 

Allocation[2][j]. In this case the Budget of process P2 will 

be modified from {1,4, 2, 2} (from table 1) to {1,7,4,2}(in 

table 2) which in turns modifies the Need. However, before 

the request can be granted the safety sequence is estimated 

as {P1, P2, P3, P4, P5} based on which the request is 

granted. Thus, the system is in safe state at time T1. 

Suppose at time T2, Process P4 requests for {1, 0, 1, 2} 

resource instances whose Need is {1, 2, 1, 2}. At this time 

(Request<=Need) all the requested resources are within the 

Budget already allocated. The existing TRA technique [24] 

is used to take the decision and the safety sequence is not 

estimated. The requested resources {1, 0, 1, 2}are available 

in the Available Pool and are thus granted. The safety 

sequence is not needed for deadlock avoidance in TRA 

technique, however to prove that the system is in deadlock 

free the safety sequence is estimated as {P1, P2, P4, P3, 

P5}. 

The proposed DB-TRA technique can be stated in the 

form of an algorithm as follows: 

Algorithm: Safety Sequence Algorithm can be found at 

[4]: 

Algorithm: Dynamic Budget for Threshold based 

Resource Reservation Technique for Deadlock Avoidance 

(DB-TRA): 

// Input: Available[j]=[𝛼𝑗 ]; {System has ‘𝑚’ resource types, i.e.,𝑅1,

𝑅2 , 𝑅3 …𝑅𝑚 , with 𝛼1 , 𝛼2 ,…𝛼𝑚  instances of each type.} 

Begin 

1. Initialize Threshold[j] =Reserve[j]=⌈⌊Request[i][j] ∀i=1,2…n⌋, 

0⌉∀ j=1, 2, …m 

2. Initialize Budget [i][j]= Allocation [i][j] = Need[i][j]= 

{0}∀i=1,2…nand ∀ j=1, 2, …m //initially no budget or resources 

are allocated to any process 

3. Available[j]= Available[j]-Reserve[j] ∀ j=1, 2, …m 

4. For (Request[i][j] by a process Pi) 

Do 

a. If Request[i][j]>Need[i][j] for any j = 1, 2, … m // 

indicating that the estimated budget is not sufficient for this 

process and must be modified 

I. Budget[i][j] = Allocation[i][j]  +  Request[i][j]+ 

Threshold[i][j] //Budget is what a process already 

holding plus what it wants more and some resources 

that it might want in future. 

II. If Safety Sequence exists// indicates that this new 

Budget will not lead to a deadlock 

i. Accept process Pi 

ii. If(Request[i][j]<=Available[i][j]) 

a. Allocate(Allocation, Request, Available, 0) // 

Allocate the requested amount from the 

Available pool only 

else 

b. Allocate(Allocation, Need, Available, 

Reserve)// Allocate all the resources as per 

the budget and expect this process to complete 

iii. Request[i][j] ={0}  

Else 

iv. Save the status and insert the process Pi in pending 

queue 

v. Budget[i][j] =Allocation[i][j] + 

Request[i][j]//preventing starvation due to over 

budgeting  

Else 

b. If (Request[i][j]<=Need[i][j] && 

Request[i][j]<=Available[i][j])//indicates that the process 

requests resources within its budget and they are also 

available in the system 

I. Allocate(Allocation, Request, Available, 0) // Allocate 

the requested amount from the Available pool only 

II. Request[i][j] ={0}  

Else //indicating that the processes has requested resources 

within its budget but they are not available in the Available 

queue and the resources from the Reserve pool must be used 

I. Allocate(Allocation, Need, Available, Reserve) 

II. Request[i][j] ={0} 

5. When a Process completes and releases resources.  

End 
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Allocate(Allocation, To_Allocate, Available, Reserve ) 

// Allocates the resources from the Available or Available and 

Reserve Pool  

Begin 

1. For (j=1 to m) 

a. Available[j]=Available[j] + Reserve[j] // merge the two 

pools 

b. Available[j]=Available[j] – To_Allocate[i][j]  

c. Allocation[i][j]= Allocation[i][j] + To_Allocate[i][j] 

d. Need[i][j] = Budget[i][j] – Allocation[i][j] 

e. Reserve[j]= min(Available[j], Threshold[j]) 

f. Available[j]=Available[j]-Reserve[j] 

End 

V. SIMULATION AND RESULTS 

The process sets were synthesized and simulations are 

performed on them to assess the proposed: Dynamic 

Budget for Threshold based Resource Reservation 

Technique for Deadlock Avoidance (DB-TRA). 

Comparisons are done with the existing Banker‟s 

Algorithm (BA) and Threshold based Resource Allocation 

(TRA) techniques. 

The comparison is done based on the Average 

Turnaround time which is the average of the times the 

processes take to complete from the time they were 

submitted for execution. A resource pool with up to 10 

resource types was created with 0 to 20 instances for each 

resource type was generated randomly. Processes (1 to 100) 

were generated with random execution time and resource 

requirement.  

Both existing Banker‟s Algorithm as well as Threshold 

based Resource Allocation TRA assumes that the resources 

required by a process are known in advance. This resource 

requirement estimation overhead is also taken into account 

in the simulations performed. As stated in the literature 

review section above there are multiple techniques [21] for 

performing this estimation, the simplest and most 

frequently used is Stop Watch Method. Present simulations 

also use this method. 

 

 
 

The effect of process load on the average turnaround 

time can be seen in the figure 1.The increase in process 

load implies more processes in the system, hence higher 

contention for the resources. Higher contention may lead to 

more frequent deadlocks if not managed properly. It is 

observed that the average turnaround time increases for all 

the techniques as the load increases. DB-TRA eliminates 

the overhead for estimating the resources required by all 

the processes in the system. Further, DB-TRA also uses a 

resource reservation pool which reduces the overhead of 

safety sequence test for decision on granting resource 

allocation. The overhead saved prevents process 

accumulation. Lower accumulation of process in turn 

reduces the wait time of a process and also distributes the 

resource request. Hence, the proposed DB-TRA technique 

facilitates faster completion of the processes reducing the 

turnaround time as indicated in the figure 1.  

VI. CONCLUSION 

With the advancement in technology, the resources are 

shared extensively among processes. This sharing improves 

resource utilization but also creates contention among the 

processes using it. The resource contention may lead to 

frequent the deadlocks. Many effective deadlock avoidance 

techniques exist for avoiding the deadlock, but they are not 

popular as they have considerable overhead for 1) 

estimating the resource requirement of a process and 2) 

forward calculation for avoiding deadlocks in future. An 

existing Threshold based Resource Reservation Technique 

for Deadlock Avoidance (TRA) [24] suggests reserving a 

pool of resources for avoiding deadlock. They show 

considerable reduction in the overhead by eliminating the 

need for looking forward if a deadlock is likely in future. 

However, the TRA technique still suffers from the 

overhead for estimating the resource required by a process.  

This paper proposed a Dynamic Budget for Threshold 

based Resource Reservation Technique for Deadlock 

Avoidance (DB-TRA) which extends this existing 

Threshold based Resource Reservation Technique for 

Deadlock Avoidance (TRA) [24] technique. The proposed 

DB-TRA technique suggest a budget which eliminates the 

need of prior knowledge of the resource requirement of any 

process, the budget is adjusted dynamically to cater the 

need of the process. The proposed technique uses the 

resource reservation as suggested in TRA for minimizing 

the overhead in granting of the requested resources. The 

simulation results shows that the proposed DB-TRA 

technique perform better than existing deadlock avoidance 

as well as TRA technique[24]. 
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