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Abstract:  The technology of DNA Microarray has the ability to measure the levels of gene expression in different experimental 

conditions. Thousands of genes are generated in microarray experiments. The problem is that not all genes are significant; some 

of the genes may be noisy and irrelevant. The algorithms of Gene Selection are one of the important steps in the discovery of 

knowledge to select genes which are more informative. The other central goal of analyzing the data of gene expression is to 

identify genes that have similar patterns by using clustering processes. Clustering is a crucial process in the processes of data 

mining. It can divide genes into groups so that genes within the same group have similar features and share common biological 

functions.  In this study, the method of mutual information for gene selection has been applied because it is able to detect 

nonlinear relationships between genes data. After that, the K-Means algorithm is applied to cluster data. The proposed approach 

results showed that it is capable of refining the data of gene expression for improved quality of clusters, handling noise 

effectively, and reducing the computational space. 
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I. INTRODUCTION 

With rapid technology development, Microarray 

Technology has become one of the most powerful tools in 

bioinformatics. Microarray technology is a good technique 

to observe the thousands of gene expression levels under 

different conditions at the same time. The conditions are 

usually consecutive time points during some environmental 

changes[1]. It can be beneficial to understand gene 

networks and functions in addition to its assistance in 

discovering the effects of medical treatments for 

diagnosing disease cases. The original gene data faces 

several problems such as missing values, noise and some 

variations. Therefore, the pre-processing of data is needed 

before any analysis [2]. The analysis of expression data can 

take two forms: it could either be a supervised analysis or 

an unsupervised one. In the supervised analysis, it is 

assumed that the structure data of the object is known. This 

knowledge is useful and can be applied in the analysis 

process. For the unsupervised analysis, the previously 

mentioned knowledge is not recognized.[3].Clustering 

(unsupervised) is a significant stage in the process of 

analyzing gene expression data and has been put into use in 

a wide range of fields such as medicine, biology, and 

engineering. Algorithms of clustering can able to discover 

the genes groups that exhibit similar expression patterns[4]. 

Clustering divides data points into sets or groups called 

clusters so that the homogeneity of elements in the same 

cluster shares some sort of strong similarity which is 

otherwise lower for the elements in other clusters. 

Clustering algorithms can cluster genes that have similar 

functions into clusters depending on the similarities of gene 

Available online at: https://ijact.in 

 

Date of  Submission 

Date of  Acceptance 

26/06/2019 

03/09/2019 

Date of  Publication 05/10/2019 

Page numbers 3422-3430(9 Pages) 

ISSN:2320-0790 

mailto:ameer.ali@uobabylon.edu.iq
https://ijact.in/index.php/ijact/issue/view/80


COMPUSOFT, An international journal of advanced computer technology, 8(9), September-2019 (Volume-VIII, Issue-IX) 

 

3423 

 

expression data, which help to understand the regulation of 

genes, processes of cellular, functions of genes, and the 

subtypes of cells[5]. Evaluating of clustering results is as 

important as the process of generating clusters. The 

validation of clustering techniques involves the possibility 

of providing an analytical assessment of structure type that 

has been captured by partitioning. Therefore, they should 

be an essential tool in interpreting the results of clustering. 

[6]. 

This paper is organized as follows: section 2 illustrates the 

related work. Section 3 presents a Microarray Technology 

overview. The gene expression matrix has been 

demonstrated in Section 3. Section 4 shows the used 

methods. The methodology is shown in Section 5. Section 

6 presents the results and discussion. Finally, section 7 

explains the conclusion. 

II. RELATED WORK 

Jacophine et al. (2015) used a hybrid system that applies 

agenetic algorithm and an adaptive pillar clustering 

algorithm. The proposed system was tested with three 

datasets of gene expression:  thyroid, lung, and leukemia 

data. The hybrid system selects the optimal cluster among 

improved clusters[7]. Thomas et al. (2016) used 

Possibilistic Fuzzy C Means (PFCM) that represents a 

hybridization of Possibilistic C- Means (PCM) and Fuzzy 

C Means (FCM).They used lung data in their experiments. 

The experiments showed that the results are relatively 

better than PCM and FCM algorithms[8]. Angela et al. 

(2016) used different distance measures to optimize the 

performance of clustering algorithms. The experiments are 

implemented on Genomic Hybridization (CGH) dataset of 

cancer. The experiment results showed that using a distance 

matrix of gene expression data was an essential 

preprocessing step before using clustering algorithms [9]. 

Jorge et al. (2017) used a multi-objective evolutionary 

algorithm (MOEA).The proposed algorithm was 

implemented on three gene expression datasets: 

Arabidopsis thaliana, Medulloblastoma metastasis, and 

Yeast cell cycle. The results of the proposed model were 

gene clusters with higher levels of co-expression and 

biological functions than traditional single-objective 

clustering techniques [10]. Philip et al. (2018)used 

Pearson’s Correlation Coefficient (PCC) to improve 

clustering tasks. In their experiments, they used gene 

expression data for the marine bacteria 

Crocosphaerawatsonii. The results of the proposed 

approach showed the biological clusters to be more 

reliable[11].Na Yuet al. (2018) used Non-negative Matrix 

Factorization (MvNMF) to discover co-differential genes. 

The suggested method has been examined in four multi 

genomic datasets: pancreatic adenocarcinoma, esophageal 

carcinoma, colon adenocarcinoma, neck squamous and 

head cell carcinoma data. The results of the method used 

presented a comparatively better performance than other 

methods [12]. 

III. MICROARRAY TECHNOLOGY  

Microarray is a collection of thousands of DNA spots 

associated with a hard surface. The spots contain several 

duplications of the same DNA sequence that uniquely 

represents a gene from an organism. They are rigidly 

arranged and organized in the form of pen groups[13]. The 

expression level for each gene can be stored as an image 

(CEL file), and the data is extracted from the image by 

using special software. The surface of the DNA microarray 

is presented in Figure 1. 

 
 

Figure 1: The surface of DNA microarray[13] 

 
Most manufacturers of microarray provide their own 

software. The Puma package, for instance, is a suite of 

analysis methods for raw CEL file of microarray data 

[14].Scientists use DNA microarrays to measure the levels 

of gene expression for a huge number of genes 

simultaneously. This technology has helped scientists 

understand the basic aspects of life as well as explore 

genetic causes that are responsible for deviations in human 

body functions[15]. 

IV. GENE EXPRESSION MATRIX  

The data is extracted from the microarray Image file using 

a special analysis program. This extracted data can be 

demonstrated in the shape of a matrix, often called the 

matrix of gene expression. It contains rows that express the 

genes and columns which express the special conditions at 

different times[16]. The collection of this data represents 

the basis for any analysis. Figure 2 shows the Gene 

expression matrix Structure. 

 
Figure 2: Gene expression matrix structure[17] 

V. MATERIALS AND METHODS  

5.1 Dataset 

In this study, the Yeast Cell Cycle gene expression data set 

has been used.  It includes 6100 genes with 59 samples or 
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conditions. Only two experiments have used alpha 

(contains 18 time series), cdc15 (contains 24 time series) 

and cdc28 (contains 17 time series). Table 1 summarizes 

the general information of the dataset. The dataset was 

downloaded 

fromhttps://www.ncbi.nlm.nih.gov/pmc/articles/PMC2562

4/ 

Table 1: Summary of the Yeast Cell Cycle dataset 

 

 

Figure 3 depicts a screenshot for the file data in Excel 

format and Figure 4 illustrates the number of conditions in 

each experiment.  
 

 

Figure 3: Screenshot of the dataset values 

 
 

Figure 4: Illustrates the number of Conditions in each 
Experiment 

5.2   Gene Selection 
In general, thousands of genes are generated during 

microarray experiments. Thus, numerous genes are 

considered to be irrelevant, not useful and sometimes cause 

certain problems in future analysis processes. Effective 

gene selection can significantly reduce computational tasks 

for subsequent processes such as clustering or 

classification[18]. Due to the huge dimension of microarray 

data, the dimensionality reduction of this data is a crucial 

step[9].  In this study, Mutual Information has been used to 

select informative genes. 

5.2.1 Mutual Information Concept 

Mutual Information in information theory is defined as a 

measure of shared dependency between two random 

variables, which is one of the most effective Genes 

Selection methods. It determines the amount of information 

for a given random variable based on the other random 

variable. The mutual information concept is derived from 

that of entropy of a random variable[19][20]. 

 

Let A be the random variable that has N1 values and B has 

N2 values. First, the calculation of the entropy of A is 

given by the entropy H(A,) and the calculation of the 

entropy of B is given by the entropy H(B), both defined as 

 

H(A) = −   𝒂∈𝑨 𝑃 𝐴  𝑙𝑜𝑔𝑝(𝐴)(1) 

H(B) = −   𝒃∈𝑩 𝑃 𝐵  𝑙𝑜𝑔𝑝(𝐵) (2) 

 

P(A) are the probabilities values of  gene A, and P(B) are 

the probabilities values of gene B. Second, the calculation 

of the joint entropy H(A,B), which is the amount of 

uncertainty associated  between two random variables  A 

and B, is defined as follows: 

 

H(A,B) = −   𝑎∈𝐴  𝒃∈𝑩 𝑷 𝑨,𝑩  𝒍𝒐𝒈(𝑨,𝑩)     (3) 

 

P (A, B) represents the joint probability of A and B values 

occurring together. Finally, The Mutual Information MI 

(A,B) between the random variables A and B can be 

calculated as follows: 

MI (A, B) = H(A) + H(B) - H(A, B)              (4) 

 

5.3.   Clustering Algorithms 

Gene expression data clustering is an important 

objective for biologists and researchers[21]. In this section, 

some clustering algorithms that have been used in this 

study are discussed.  Informative genes data is selected 

through the gene selection algorithm (Mutual information). 

The selected data then are clustered using clustering 

algorithms. 

 

5.3.1 K-Means Clustering Algorithm 

The essential objective of the clustering process is to 

cluster similar data points into one cluster, assigning the 

different data points in different groups. It is one of the 

most common clustering methods. It is a partitioning 

method used in several applications [22]. It works to assign 

the objects to a pre-defined number of clusters. The 

algorithm selects random centers for clusters, one for each. 

It mostly uses the Euclidean distance to compute the 

distance between points of data and clusters centroids 

[23].The computed distance between two data points 

according to Euclidean distance Q = (q1, q2, q3, …,qn) and 

P = (p1, p2, p3,...,pn) is described as follows: 

Title of Database : Yeast Cell Cycle 

Data Set Characteristics : Multivariate 

Attribute Characteristics : String, Real 

Missing Values? Yes 

Number of Instances: 6100 

Number of Attributes: 60 
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Dis(Q, P) =   (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1                      (5) 

 
Algorithm 1: K-Means clustering algorithm. 

Input:   D data points, k clusters number.  

Output:  K clusters.  

Method: Select k objects as the initial centers from D. 

Repeat:  

(1) Each data point is assigned to cluster depending on the mean 

value of the data points in the cluster. 
(2) Update the cluster means by calculating the mean value of the 

data points for each cluster. 
(3) Until condition (No change or Maximum iterations) is met. 

 

 

 
5.3.2 DBSCAN Clustering Algorithm 
Density-Based Spatial Clustering of Applications with 
Noise (DBSCAN) is one of the famous clustering 
techniques based on density to cluster and find the noise in 
data. One of the advantages of this algorithm is that it does 
not require the determining of the cluster numbers at the 
beginning of the algorithm [24]. It depends on two 
predefined parameter values, whereas MinPts is the lowest 
objects number in any cluster. Eps is the maximum 
distance between a particular object and another within the 
same cluster. 
The two parameters are significant for guiding the 
algorithm and determining the quality of the groups. These 
two parameters are generally used throughout the whole 
algorithm, which means that the parameter values are 
constant for all clusters. The DBSCAN algorithm meets 
every point in the data [25]. 
 
Algorithm 2: DBSCAN clustering algorithm 

Input:    D objects to be clustered, Eps value, MinPis value. 

Output: A set of a cluster of objects. 

Method: 

(1) Select a point P. 

(2) Based on Eps and MinPts values retrieve all 

points' density-reachable from P. 

(3) If P is the core point, a cluster is formed 

(4) If p is not the core point, no points are density-

reachable from P DBSCAN. 

 In this case, you will visit the next data point 

within the dataset. 

(5) Continue until all data points have been processed. 

 

5.3.3 Mean Shift Clustering 
It is a nonparametric clustering technique which does not 
need predefinition of the cluster numbers, as it is based on 
kernel density estimation. Generally, the algorithm uses a 
Gaussian kernel for probability estimation. The algorithm 

finds out the peaks of the probability distribution. In 
contrast to other clustering algorithms, the results of mean 
shift does not depend on any assumptions of points shape 
distribution, cluster numbers, or random initialization of 
data points[26]. 
 
Algorithm 3: Mean shift clustering algorithm 

Input:   D a set of data points. 

Output:  A set of clusters data.  

Repeat:  

Define a window and place the window on a data point. 

Within the window, the mean of all points is computed. 

The window is shifted to the location of the mean. 

Repeat step 2-3 until convergence 

 
5.4.   Clustering Validation 

Clustering is an unsupervised approach.The process of 

evaluating the results of the clustering algorithms is more 

difficult than the supervised approach itself, as it has the 

same significance as Clustering algorithms.Clustering 

validation can provide some indicators to estimate the 

number of clusters, which represent essential information 

for cluster analysis. Some clustering validation methods 

that have been used in this study are reviewed in this 

section [6]. 

5.4 .1 Elbow Plot 

The Elbow method is a popular method of consistency 

validation within clusters. The elbow helps to find the 

optimal clusters number in the data set. This method 

assumes runningthe clustering algorithm for a range of k 

values so that the elbow plot can be estimated[27]. 

 
Elbow Plot Steps 

(1) Run the K-means cluster algorithm for a varied 

range of k-values. 
(2) Compute the Sum of Square Error (SSE) for each 

k clusters and plot curve according to the SSE (K) 

=     (𝒑 − 𝒎𝒊)𝟐𝑪𝒊
𝒑

𝒌
𝒊=𝟏  equation .where p is data 

point in cluster; mi is the center of Ci. 
(3) Until condition (No change or Maximum 

iterations) is met. 

 

 
5.4.2 Silhouette Coefficient 
The Silhouette coefficient is the second index that has been 
used in this study in order to evaluate the results of 
clustering algorithms. It is a composite index that reflects 
the cohesion and separation of the clusters[28]. It can apply 
several distance measures. The Silhouette coefficient for 
each gene(i) is defined as: 
 

S (i)=  
𝐴 𝑖 −𝐵(𝑖)

𝑀𝑎𝑥  {𝐴 𝑖 ,𝐵 𝑖 }
(6) 
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Clustering Genes 

Evaluation Measures 

 

Where A(i)  represents the mean distance of genes i to 

other genes within the same group, and B(i)  is the mean 

distance of genes i to genes in the nearest neighbor group. 

 
Figure 5: An illustration of the computation of s(i), where 

the gene i belongs to cluster A[28]. 

The Silhouette coefficient score can range between -1 

(which implies that the clustering is incorrect) and +1 

(which indicates that the data points are in an appropriate 

cluster). The scores close to 0 indicate nested clusters. 

When the result is high, this indicates that the clusters are 

dense and well separated[29]. 

 

Silhouette Coefficient Steps 

(1) Run K-means cluster algorithm for a different 

range of k values. 

(2) For each gene data i, compute the average distance 

to other genes data in the same cluster A(i). 

(3) Compute the average distance of gene i to genes in 

all other clusters B(i). 

(4) Compute he Silhouette coefficient for gene i 

according to the equation in Section 4.4.2. 

(5)  Compute the Silhouette coefficient average for all 

genes data. 

 

VI. METHODOLOGY 

The proposed approach is divided into four stages: data 

preprocessing, genes selection, clustering genes, and 

clustering validation, as shown in Figure 6. 

 

 

 

 
 

Figure 6: proposed approach 

Stage1: Data Pre-processing Huge amounts of data are 

generated through microarray technology. This data 

contains a large number of missing values due to several 

cases such as irregular spots, dust, scratches in the image, 

and low intensity. In addition, microarray data suffers from 

noise and outliers values due to different experiences. 

Comparison Methods 

 

Genes Expression Dataset 

 

Data Preprocessing 

Genes Selection 

Calculate Entropy    H (A), H (B) 

Calculate Join Entropy   H (A, B) 

Calculate Mutual Information I (A, B) 

K-Means Algorithm 

Silhouette coefficient 

A set of Clustered Genes 

DBSCAN Clustering 

Mean Shift Clustering Elbow plot 
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In this study, the missing values of gene expression data 

have been processed by replacing them with the column 

average according to equation 7.  

Mean (μ)=
    𝑉   

   𝑀   
  (7) 

Where V: Sum values in the Column, M:number of items 

in the column 

Stage2: Gene Selection: In this stage, the mutual 

information has been applied to select the significant genes 

and to eliminate random genes data, according to the 

equations in the section. The Mutual Information between 

all genes is calculated in a dataset. The method involves the 

build of a two-dimensional matrix n x n where n represents 

the number of genes in the dataset, as shown in Figure 7. 

 

 
Figure 7: Format of MI matrix 

The values of the main diagonal of the matrix are 

substituted with zero values. The upper triangle values 

represent the computation of the MI between the genes.The 

values of the lower triangle represent the same values as 

those of the upper triangle, thus they are replaced by zero 

values as well. The mutual information values (upper 

triangle values) are arranged, and high-ranked genes are 

selected as input for clustering algorithms[9]. 

 

Algorithm 4: Gene  Selection 

Input:  Dn*marray of genes expression, n number of 

genes,m    number of samples, 

num_genes    number of genes required 

Output: gen_lis list of genes indexes that have the highest 

of mutual information. values. 

Begin 

(1)  Set count, X and Y to zero. 

(2) Set gen_listo Ø. 

(3) Create array of W_MI[n][n] 

(4) fori=1 to n //where n: number of genes. 

(5) for j=1 to n //where n: number of genes. 

(6) if(i< j) then 

(7)  for k =1 to m//where m: number of samples. 

(8)G1[k] =  D[i][k]//  Store the gene1 vector // 

(9)G2[k] =  D[j][k] // Store the gene2 vector // 

(10)end for 

(11)W_MI[i][j] =Compute the mutual information  

between  G1 and G2 according tothe equation (4) in 

section (4-2-1). 

(12) count=count+1  //Number of elements in the upper 

triangle W_MI 
(13)  end if 

(14)      end for 

(15) end for 

//   Store the MI values and  index I and J // 
(16)Create array ofMut[count][3] 

(17) fori=1 to n 

(18)     for j=1 to n 

(19)           if (i< j)Then  

(20)                   Mut[x][y] = W_MI[i][j] 

(21)                   Y=Y+1 

(22)                    Mut[x][y] =i 

(23)                   Y=Y+1 

(24)                    Mut[x][y] =j 

(25)                   X=X+1 

(26)                   Y=0 

(27) end if 

(28)      end for 

(29)  end for 

   // Sort the Mutual Information array Mut[count ][3] in 

descending order  based on the Mutual Information 

values//   
(30)  Mut = the result of sorting Mut[count ][3] 

Repeat ( 31)  

(32)i = i+1 

(33)       for j =2 to 3  

(34) if (Mut [i][j]Not in gen_lis)Then 

(35)                 gen_lis=  Mut[i][j]// Add the non-duplicate 

element to the list// 

(36)            end if 
(37)     end for 

(38)Until (number of elements(gen_lis)<>num_genes) 

(39)Returngen_lis 

End 

 
Stage3: Genes Clustering Algorithms: At this stage, several 

algorithms of clustering have been implemented to cluster 

the data of gene expression. The clustering algorithm 

results are discussed in Section 7. 

Stage4: Clustering Validation: The Elbow and Silhouette 

coefficient methods assume running a clustering algorithm 

for a range of k values. After that, the optimal number of 

clusters can be estimated. The cluster validation results are 

discussed in Section 7. 

VII. RESULT AND DISCUSSION 

The proposed approach is conducted to demonstrate the 

effectiveness using mutual information in selecting the 

informative genes, examining the behavior of different 

clustering algorithms to cluster gene expression data, and 

finding the optimal number of clusters. 
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In the first step, the data of gene expression are read. Then 

the missing values are processed using the column average. 

The Mutual Information is calculated between all genes in 

a yeast cell cycle dataset.  

The first 4880 out of 6100 genes selected have high values 

of MI and are passed to the clustering algorithms as input 

in the next step. The summary of the reduced data set is 

presented in Table 2. 

Table 2:  The summary of the reduced data 

 

Dataset 

Number of Genes  

Samples original reduced 

Yeast Cell Cycle 6100 4880 59 

 
The k-mean algorithm has been used to divide the data 

obtained from the previous phase. It is known that the 

algorithm requires a pre-definition for the number of 

clusters before running the algorithm.  

Elbow Plot and Silhouette Coefficient methods are used to 

determine the optimal number, where the k-mean algorithm 

is run more than once. 

A range of 2 to 100 of k was used for both the elbow and 

silhouette plot in this study. The Elbow plot method shows 

that the maximum change rate of sum of squared error 

occurs when k = 2 to 8, and stabilizes when the k = 17 to 

23.  

It shows that the optimal K of data takes place when k = 

20.The graph of the Elbow plot for k-Means clustering 

algorithm is shown in Figure8.Table 3 shows the values of 

the elbow plot. 
 

 
Figure 8: Elbow plot of k-Means clustering algorithm when 

k=2 to 100 
 

Table 3: Some values of Elbow plot  
 
 

 
 

The Silhouette coefficient method demonstrates that the 

highest score is with k=2 clusters and a score around ~ 

0.10. It also shows the next highest score when k=3 and a 

score around ~ 0.07.The graph of the Silhouette Coefficient 

of the k-Means algorithm is shown in Figure 9.Table 4 

shows some values of the Silhouette Coefficient. 

 

 
Figure 9: Silhouette Coefficient for k-Means algorithm 

when k=2 to 100 
 

Table 4:  Some values of Silhouette Coefficient  
 

No. of 
Clusters 

Silhouette 
Coefficient 

No. of 
Clusters 

Silhouette 
Coefficient 

K=2 0.09457 K=13 0.03565 

K=3 0.07021 K=20 0.03427 

K=4 0.05862 K=21 0.03416 

K=5 0.05788 K=22 0.03140 

K=10 0.04837 K=23 0.02637 

K=11 0.04396 K=24 0.03094 

K=12 0.04001 K=25 0.02825 

 

The algorithm of k-Means has been applied with k=20 

depending on the Elbow plot scores. The algorithm 

partitions data of genes into 20 clusters. Table 5 shows the 

results of the algorithm implementation as well as the 

number of genes for each cluster.Figure10 shows the bar 

charts of the number of genes for each cluster for k-Mean 

clustering algorithm. 
 

Table 5:  Summary of the results of the K-Mean clustering 
algorithm 

Number of Clusters 20 

Cluster 1 168 Cluster 8 288 Cluster 15 272 

Cluster 2 233 Cluster 9 221 Cluster 16 271 

Cluster 3 396 Cluster 10 312 Cluster 17 30 

Cluster 4 215 Cluster 11 286 Cluster 18 352 

Cluster 5 287 Cluster 12 197 Cluster 19 152 

Cluster 6 234 Cluster 13 38 Cluster 20 371 

Cluster 7 237 Cluster 14 321  

 

No. of 
Clusters 

Sum of 
Square Error 

No. of 
Clusters 

Sum of Square 
Error 

K=2 13073.92 K=17 10177.25 

K=3 12486.06 K=18 10121.95 

K=4 12064.56 K=19 10075.27 

K=5 11740.01 K=20 10009.43 

K=6 11450.70 K=21 9961.41 

K=7 11237.24 K=22 9913.41 

K=8 11055.23 K=23 9874.44 
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Figure 10:  The number of genes in each cluster for k-Mean 

clustering algorithm 
 

In this work, other algorithms have been implemented to 
the same reduced data such as Mean shift and DBSCAN 
algorithms to identify the best partition for microarray data. 
The algorithm of Mean shift clustering is implemented, 
which does not require prior knowledge of the number of 
clusters. The algorithm shows that the number that has 
been estimated is 13 clusters. Table 6 depicts the results of 
the Mean shift clustering algorithm implementation. Figure 
11 shows the bar charts of the number of genes for each 
cluster for Mean shift clustering algorithm. 
 

Table 6: Summary of the results of the Mean shift 
clustering algorithm 

 
 

Estimate Number of Clusters 13 

Cluster1 4864 Cluster8 1 

Cluster2 1 Cluster9 1 

Cluster3 2 Cluster10 1 

Cluster4 3 Cluster11 2 

Cluster5 2 Cluster12 1 

Cluster6 1 Cluster13 1 

Cluster7 1  
 

 

 
 

Figure 11:  The number of genes in each cluster for Mean 

shift clustering algorithm 
 

The DBSCAN algorithm does not need any prior 
knowledge about the number of clusters. The algorithm is 
dividing the data into2 clusters and 14 noise points. Table-7 
illustrates the results of DBSCAN clustering algorithm 
implementation.Figure12 shows the number of genes for 
each cluster for DBSCAN clustering algorithm. 

Table 7: Summary of the results of DBSCAN clustering 
algorithm 

Estimate Number of Clusters 1 

Cluster1 4869 

Noise Points 12 
 

 

 

Figure 12:  The number of genes in each cluster for 
DBSCAN clustering algorithm 

 
The proposed approach has been implemented in PYTHON 

3.7 and executed in a PC with Intel Core i7 processor with 

2.40 GHz speed and 6 GB of RAM. 

VIII. CONCLUSION 

This study uses the mutual information method of gene 

selection to obtain the minimum number of random gene 

and reduce the computational space for improving the 

quality of the clusters. Then, the K-Means clustering 

algorithm has been implemented to cluster gene expression 

data. The validation of clusters is analyzed using Elbow 

Plot and Silhouette Coefficient. The optimal number of 

clusters has been selected based on the scores of Elbow 

plot method. 

In comparison with DBSCAN algorithm and the Mean shift 

algorithm, the results of these algorithms are not quite 

promising. The data have been clustered in unbalanced 

clusters to the extent that some of the clusters contained all 

the data of genes whereas the other clusters contained the 

least number of genes. The reason is that these algorithms 

are based on data density in the clustering process. The 

experimental results show that the proposed approach can 

eliminate the noises or irrelevant genes data, and it has 

effectively improved the clustering process. 
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