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Abstract:  This paper presents a novel technique for Face Recognition from a Partial Face View (FRPV), which consists of three 

phases. The first phase uses an existing algorithm to detect faces in input images. The second phase includes splitting the input 

images undetected by the first phase into two, four, six, or eight parts. Then, every part is rotated by a new split and rotate face 

detection (SRFD) algorithm until it detects a face in one of these partial images. The third phase uses the Eigenfaces method 

with train and test databases to perform recognition. This phase compares the selected test image with images in the train 

database until it recognizes the person and updates the train database. The FRPV system was implemented using a head-pose 

image database where every person has multiple images with several poses having different Pitch and Yaw Angles ranging from 

–90º to +90º. The results showed that the FRPV system outperformed previous methods. Its accuracy rate was equal to 96% for 

faces that had different poses. In addition, the SRFD method achieved a detection success rate of 67%, which is better than other 

similar methods. 
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I. INTRODUCTION 

Face recognition is a biometric pattern recognition 

technique often used for personal identification purposes. 

Other biometric recognition techniques use physiological 

characteristics such as fingerprint, iris, retina, hand, hand-

veins, palm, voice, and ear or behavioral traits such as 

keystrokes, gait, and signature [1]. Face detection can be 

regarded as the first step in a face recognition system and it 

is a critical step to facial analysis algorithms such as face 

identification, face alignment, head tracking, and face 

verification. Many factors, including speed and accuracy, 

must be considered to develop a useful face recognition 

system and increase the number of recognized subjects. A 

face recognition system employs different modules such as 

Face localization, face normalization, face feature 

extraction, and face matching [2,3]. 
 
Face recognition techniques may use Holistic Matching, 
Feature-based, or Hybrid methods. In the Holistic Matching 
method, the whole face region is considered as input data to 
the system. The approach of using Eigenfaces is commonly 
used in face recognition. Other face recognition methods 
include Principal Component Analysis, Linear Discriminant 
Analysis, and Independent Component Analysis. The 
Feature-based method extracts the local features (eyes, nose, 
and mouth), their locations, and local statistics. They are fed 
into a structural classifier. Common extraction methods 
include generic methods that depend on edges, lines, and 
curves, feature-template-based methods, and Structural 
Matching methods that take into consideration geometrical 
constraints on the features. The Hybrid Method uses both 
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Holistic matching methods and Feature-extraction methods 
and it can be applied to 3D images. It allows the system to 
note the curves of eye sockets and the shapes of the chin or 
forehead [3]. 
 
Face identification is a classification problem to determine 
the person who was depicted in a given image. However, 
the face is a dynamically varying object because facial 
features change over time and parameters of acquisition 
may affect facial imagery collected under real-world 
scenarios. Furthermore, facial feature points change with the 
orientation angle. Multiple facial images for the same 
person from different view angles may be obtained to solve 
this problem, but this process is inconvenient, time-
consuming, and requires larger storage space and longer 
response time.  
 
Consequently, this research proposes a system that uses and 
updates an existing face database, compares faces with 
rotated angles to the faces with front views and identifies 
them, finds the maximum rotation angle in any direction 
where the face can still be identified, and finally, recognizes 
faces with different rotation angles. The system will 
recognize head pose with varying pitch and yaw angles 
while other factors, such as roll angle, will not be 
considered in this paper. The rest of this paper is organized 
as follows: Section 2 discusses the related work briefly and 
Section 3 presents the methodology of the proposed system. 
Then, Section 4 discusses the experimental results followed 
by the analysis in Section 5. Finally, Section 6 will conclude 
this work. 

II. PREVIOUS WORK 

Different techniques for face recognition were discussed by 

[3]. One challenging problem in face detection is the pose 

variation, where a few methods were proposed to solve this 

problem in arbitrary poses. Sometimes, distributed 

processing can provide viable solutions to speed-up face 

recognition [4]. 

 

[5] used face detection and recognition techniques to check 

students’ attendance in a classroom using a camera. This 

system employed a neural network to store multiple-angle 

and different-illumination face images where angle 

variations ranged from −50° to + 50° with 40 image sets 

and a different image feature set. Another approach [6] 

presented a face recognition system based on different 

neural network models and training algorithms and selected 

the method with the best performance. The drawback of 

these two approaches was not considering the change in 

angle orientation other than in the horizontal plane. 

Improved real-time group face-detection systems were later 

introduced to perform students’ face detection in real-time 

[7,8]. The experimental results of the latter system [8] 

showed better real-time performance with a face detection 

ratio equal to 94.73%. Overall, these class-attendance 

systems [5,6,7,8] become less effective when implemented 

in an uncontrolled environment. A more robust method 

using neural networks for face recognition was recently 

developed [9]. It handles facial images taken from different 

angles, but its performance is significantly lower when the 

Yaw and Pitch angles are large. Furthermore, neural 

networks often require a long training time to be effective, 

and usage with other domains of datasets normally requires 

further training. 

 

A method was developed to improve face detection 

performance by rotating the facial images, but it was 

focused on the frontal view of the entire face [10]. A 

different method used a side-view input image to identify 

people even from their multi-angled or side-profile views 

[11]. Alternatively, a deep dense face detector method that 

depends on deep learning was presented to detect faces in a 

wide range of orientations using a single model [2]. It has 

minimal complexity because it does not require extra 

components for segmentation, bounding-box regression, or 

Support Vector Machine classifiers. 

 

[12] applied a preprocessing step followed by the 

recognition steps that handle blur and illumination further. 

More recently, a patch-based method was proposed for face 

recognition using a single sample per person and a fusion 

strategy to perform the recognition was developed [13]. 

These two methods [12,13] exhibited good robustness 

against different types of facial variations and occlusions 

such as expression and illumination. However, they did not 

give specific attention to orientation angles. 

 

A method based on multi-view constrained local models 

was proposed to solve the problem of facial feature-point 

detection and tracking with large head-angles [14]. The 

approach combined a one-shape model with response maps 

that were targeted at various head orientations, and it 

adjusted the Constrained Local Models search algorithm to 

allow for switching to suitable response maps. 

 

The Viola-Jones face detection method [15] is a benchmark 

face-detection framework for real-time face-detection. It is 

based on integral images, machine learning, and cascade 

classifiers, and it requires full-view frontal upright-faces 

with up to 30° of yaw and 15° of pitch [16,17,18]. 

However, it was shown to be erroneous in some situations 

[19,20]. 

 

To reduce computational time and storage requirements, 

exploiting Principal Component Analysis was suggested to 

compress the multi-dimensional data space for face 

recognition using an average half-face [21]. This method 

used the Viola-Jones algorithm with intensity-based 

registration for real-time face detection and registration. 

The system split the face into two halves. Then, it saved the 

average half face to use it in the next phase and to compare 

the two halves with each other. Finally, the first half was 

the test image and the other half was the recognized image. 

This system only handles images in the frontal view.  

 

This research paper aims to identify faces in head-pose 

images that have different Pitch and Yaw Angles. It will 

propose a system focused on producing good results 
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without adding many complex time-consuming 

computations. 

III. PROPOSED SYSTEM METHODOLOGY 

The input to the Partial Face View (FRPV) system is a 

head-pose image database suitable for face detection and 

face recognition. FRPV employs the Viola-Jones method to 

identify faces with different face rotation angles. The 

system will create a database, use it with front views, and 

compare rotated faces to the faces with frontal views to 

identify them. After that, it will find the maximum rotation 

angle in each direction where the face can be recognized by 

the system. 

A. Head-Pose Image Database 

The head-pose image database is a benchmark of 2790 

monocular JPEG facial images of 15 persons with 

variations of Yaw and Pitch Angles ranging from –90° to 

+90°, courtesy of [22]. For each person, a series of 93 

images are available with different poses, where the 

background is neutral and uncluttered. The front directory 

consists of 30 frontal images of persons from the database 

with Yaw and Pitch Angles equal to 0. When the person is 

looking at the bottom or at the top, the Pitch Angle is –90° 

or +90°, respectively, and the Yaw Angle is 0. Positive and 

negative Pitch Angles correspond to the top and bottom 

directions, respectively. For Yaw Angles, positive and 

negative values correspond to the left and right directions, 

respectively. 

 

The face recognition algorithm compares the input image 

to the images in the database. If a match is found, the 

person is identified. In the FRPV system, face recognition 

extracts the characteristic features of the faces and 

represents the face as a linear combination using the 

Eigenfaces approach [23]. 

 

B. The Phases of the FRPV System 

FRPV consists of three phases: Initial Face Detection, Split 

and Rotate Face Detection, and Face Identification, as 

described below. 

 

 

FIGURE 1. The first phase of the FRPV System 

 

 

FIGURE 2. The second phase of the FRPV System: The 

SRFD algorithm 

 

The first phase of FRPV, illustrated in Figure 1, employs 

the Viola-Jones algorithm to detect faces in images that 

were taken from multi-view angles where each image has 

non-zero Yaw and Pitch Angles. The Viola-Jones 

algorithm is a classical face detection method that uses 

signs based on Haar wavelet features, which are black and 

white rectangles. It generates the sum of pixel intensities in 

many rectangles in an image based on threshold values 

[24,25]. If no face is detected in this phase, the algorithm 

continues to the second phase; otherwise, it jumps to the 

third phase. 

 

The second phase of FRPV, called Split and Rotate Face 

Detection (SRFD), takes each image where no faces were 

detected by the first phase, partitions it into parts, and then 

rotates each part with angles ranging from –90° to +90°. 

Figure 2 shows a flowchart of SRFD where a is the number 

of parts in the partition, t is the maximum number of 

partitions, and   is the rotation angle. Initially, SRFD starts 

with two parts and a rotation angle of –90°. If no face is 

detected, the angle is increased until a face is recognized or 

the rotation angle reaches the maximum (+90°). If no face 

is detected yet, the original image is partitioned into more 

parts and the rotation steps are repeated for each part. 

 

In the Face Identification phase, illustrated in Figure 3, the 

input image is compared to the images in the Train 

Database to determine the identity of the person with the 
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recognized face. If the person is identified, the Train and 

Test Databases are updated. 

 

FIGURE 3. The third phase of the FRPV System 

 

IV. IMPLEMENTATION AND DISCUSSION 

The first step of FRPV attempts to detect a face in the 

images by using the Viola-Jones algorithm using an 

existing database [22] where each person has many 2D-

images taken from multi-view angles. The eyes in these 

images are in straight lines, and each image has Pitch and 

Yaw Angles ranging from 90° to +90°. The FRPV system 

created a Train Database that has 480 images for many 

different people where each person has many images with 

different poses. This Train Database is used in the learning 

phase of face recognition, where a Test Database is used 

for images to be identified. The Train Database is updated 

by adding new images as they are identified. 

 

 

(a) Detected face with Pitch –60° and Yaw +30°    

(b) Undetected face with Pitch –60° and Yaw 15° 

FIGURE 4. Example of the Face Detection phase 

 

 
(a) Splitting an image into two parts 

 

  

(b) Left half rotated by –15° (c) Right half rotated by –15° 

FIGURE 5. Example of splitting an image and rotating its 

parts 

 

In the implementation of FRPV, the first phase detected 46 

images with different Pitch and Yaw Angles. Figure 4 

shows two sample input images used by FRPV. The image 

in Figure 4 (a) has Pitch and Yaw Angles of 60° and 

+30°, respectively, where the Viola-Jones algorithm 

detected a face in this image. However, the image in Figure 

4 (b) has Pitch and Yaw Angles of 60° and 15°, 

respectively, and the Viola-Jones Algorithm failed to detect 

a face in it. Generally, the Viola-Jones algorithm performed 

well as a part of the FRPV system. Table 1 lists the Pitch 

and Yaw Angles of the test images where faces were 

detected in this phase. The overall Pitch angles for the 

detected faces ranged from 60° to +60°, whereas the Yaw 

Angles for the detected faces ranged from 45° to +75°. 

 

  

(a) Sample image (b) Identified image 

FIGURE 6. A selected sample image and the corresponding 

identified image 

 

In the second stage (SRFD), each image undetected in the 

first stage was divided into two parts (left and right halves) 

and the parts were rotated with angles ranging from 90° to 

+90°, as shown in the example in Figure 5. The overall test 

results showed that splitting the image into more than two 

parts did not increase the number of recognized images. 

Therefore, only the results for splitting each image into two 

parts will be reported. Table 2 lists the image numbers of 

some images with faces detected in the second phase. The 

implementation results for all test images after the second 

phase of FRPV showed that faces with larger Pitch and 

Yaw Angles have been recognized. The Pitch Angles for 

recognized images ranged from 60° to +90° and Yaw 

Angles ranged from 90° to +90°. An example test image 

is shown in Figure 6 (a), where it was selected as one of the 

images used in the previous phases and it was not in the 

Train Database at that time. 

 

To recognize a test image, the FRPV system uses the 

Eigenfaces method to compare this image to images in the 

Train Database, as shown in the example of Figure 6. If the 

image is identified, the system shows the personal 

information of the identified image. Test results showed 

that the FRPV system performed considerably better than 

other systems in terms of identification. Table 3 compares 

the recognition rate achieved by the FRPV system to those 

of the Face-Splitting system. 
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TABLE: I. Pitch and Yaw Angles for Some Test Images with Detected Faces 
No. 1 2 3 4 5 6 7 8 9 

Pitch –60 –60 –30 –30 –30 –30 –30 –30 –30 

Yaw 30 45 –15 0 15 30 45 60 75 

No. 10 11 12 13 14 15 16 17 18 

Pitch –15 –15 –15 –15 –15 –15 –15 0 0 

Yaw –30 –15 0 15 30 45 60 –30 –15 

 

TABLE: II. Pitch and Yaw Angles for Some Test Images with Faces Detected in Rotated Parts 
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Pitch –60 –60 –15 15 15 15 30 30 30 60 60 60 60 60 60 

Yaw –15 0 75 –60 –45 75 –90 –75 –60 –90 –75 –60 –45 75 90 

 

 

TABLE: III. Comparison Between the FRPV and Face-Splitting Systems 
Systems Full-Face Half-Face Face from Multi-View Angles 

FRPV 98% 98% 96% 

Face-Splitting [21] 92% 96% < 20% 

 

TABLE: IV. Comparison of FRPV/SRFD with Other Methods 

Method 
Faces 

Detected 

Faces 

Undetected 

Pitch & Yaw 

Range 

Recog. 

Rate 

FRPV/SRFD 62 31 –90°, +90° 67% 
Viola-Jones [15] 46 47 +75°, –60° 49% 

Face Part Detection [10] 42 51 +75°, –30° 45% 

Real-Time Group Face-Detection [8] 25 68 +60°, –30° 27% 

 

The SRFD method (i.e., the second phase of FRPV) was 

tested with 93 images that were not recognized by the first 

phase. The performance results of the proposed SRFD 

method, compared to other systems, are given in Table 4. 

As seen in the table, SRFD outperformed the other methods 

in terms of recognition rate and in the ranges of Pitch and 

Yaw Angles. 

V. ANALYSIS 

The FRPV system consists of three phases used for 

identifying a person from a partial face view. The first 

phase detects a face in the image using the Viola-Jones 

algorithm and if there are any images with no detected 

faces, they are sent to the second phase. The second phase, 

namely SRFD, splits each undetected image into two parts 

and rotates each part by angles ranging from –90º to +90º. 

The images with faces detected in the first and second 

phases are used by the FRPV system to identify the person 

in the third phase by comparing them with images in the 

database. If the FRPV system identifies the person, it 

inserts the recognized image into the database of 

identification images. 

 

The FRPV system was implemented and compared to other 

systems to demonstrate its advantages. The FRPV system 

identification ratio was 98% for half-face, 98% for full-face 

and 96% for the face from multi-view angles. Finally, the 

implementation of the proposed SRFD method 

demonstrated that it out-performed other techniques 

especially with wider ranges of Yaw and Pitch Angles. The 

overall detection success rate of FRPV with SRFD was 

67% while the other success rates were 49% for Viola-

Jones Face Detection [15], 47% for Face-Part Detection 

[10], and 27% for Real-Time Group Face Detection [8]. 

 

VI. CONCLUSIONS AND FUTURE WORK 

This paper presented a new face recognition system. First, 

it applies an existing technique to detect faces. Then, it 

splits each undetected image into two halves and rotates 

them until detection is achieved. Finally, recognition of the 

detected face is performed and the face database is updated. 

Implementation results demonstrated the efficacy of this 

system and showed that it outperformed existing systems. 

 

For future work, the FRPV system could be improved by 

increasing the identification rate for facial images obtained 

from multi-view angles, applying FRPV to video 

sequences, and working with three-dimensional images. 

For more advanced work, the system may be enhanced to 

detect face morphing and blending. However, this 

challenging topic may require more innovative solutions 

since it is still in its early stages [26]. 
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