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Abstract:  The paper analytically reviews the methods and algorithms for solving problems arising in the development of writer 

identification offline systems. The main applied problems that are solved on the basis of the processing and analysis of 

handwritten text are considered; the classifications of writer identification systems, as well as the structure of offline systems are 

given. The paper also reviews handwritten text image databases and shows the tasks to which these databases are aimed. An 

attempt is made to systematize the algorithms for the preliminary processing of handwritten text images, depending on the task 

they are tackling at the stage under consideration. Based on the analysis of the most common algorithms of forming the 

handwritten text feature space, these algorithms are classified into ones for extracting geometric, structural, topological, 

statistical, and spectral features. A review of the algorithms for selecting each category from the listed features is conducted. 

Recognition methods used to identify the writer are also reviewed. The results of applying these methods, as well as their 

benefits and drawbacks are presented. 
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I. INTRODUCTION 

The issue of formalizing and automating the process of 
identifying the features of a handwritten text to tackle the 
tasks of recognition thereof was raised as far back as the 
earliest stages of the development of computer technologies 
for image processing. The complexity of this task is 
determined by its falling under the class of problems that are 
easily formulated verbally, but poorly formalized and 
difficult to solve. 
Postal services, banking chains and manufacturers of 
computing equipment are considered the main institutions 

requiring that the tasks of handwritten text analysis should 
be achieved and allocating significant funds to finance 
relevant work. 
Postal services are interested in automating the process of 
sorting and delivering correspondence, i.e. in the automatic 
reading and processing of addresses on envelopes and post 
packages. A number of countries have so-called postal 
banks, which operate with postal money orders, which are 
filled in by customers manually. These documents 
circulating in large quantities also need to be read and 
processed automatically [1,2]. 
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A variety of needs related to the problems of handwritten 
text analysis arise in the activities of banks. It is the 
automatic processing of banker’s checks, policies, and other 
handwritten payment documents. This includes both reading 
the contents of documents per se and identifying customers 
based on the validation of their signatures [3]. 
In recent years, large computer manufacturers trying to 
create new markets for their products have shown an 
increased interest in the analysis of handwritten text. With 
the advent of the pen technology (instead of the keyboard, a 
user has only a light pen to write on the screen or on a 
special panel) and computers that work entirely on this 
principle, the leading manufacturers of computing 
machinery began to allocate large funds for research in 
handwritten text analysis. 
In view of the above, it can be said that the computer 
processing and analysis of handwritten text is now on the 
rise as a scientific discipline and information technology 
due to the great interest in this field shown by the world of 
commerce, computer companies, and the scientific 
community. 
Most of the tasks tackled on the basis of handwritten text 
analysis are considered in forensic science [4], but there are 
also those related to image processing [5,6] and graphology 
[7]. That being said, handwritten text recognition is now the 
most popular and widely studied problem [8,9]. It is not 
completely solved, and this is determined by the fact that 
the existing algorithms for the recognition of a continuous 
handwritten text provide less accurate results than in 
recognizing a handwritten ‘printed’ text. Higher 
performance can only be achieved with the use of additional 
contextual and grammatical information. 
The next task to be solved on the basis of processing and 
analyzing a handwritten text is to determine the character of 
its writer. The connection between a person’s handwriting 
and his/her character is studied by graphology [7]. The 
issues of automating the process of identifying the features 
of a handwritten text in order to determine the writer’s 
character are understudied. 
The analysis of a handwritten text makes it possible to 
determine the gender and age group of the writer thereof 
[10,11]. Also, after analyzing the previously recognized 
words of a handwritten text, it is possible to create a rather 
comprehensive picture about the writer of the letter (level of 
education, field of activity, etc.) [4]. 
The change in handwriting due to injury, illness, and 
emotions experienced at the time of writing the text allows 
determining the mental and physical state of the person. 
In addition to the above, the automation of the processing 
and analysis of handwritten texts make it possible to create 
tools for the restoration of ancient manuscripts [12], 
allowing researchers to use electronic copies of the 
manuscripts, thus protecting them from possible damage. 
It should be noted that, according to many experts, the task 
of the writer identification is the most frequent and 
important task to be solved based on the analysis of 
handwritten texts [13,14]. 
The importance of the writer identification is growing due 
to the tendency of an increase in the number of crimes 
committed with the use of handwritten texts, as well as due 
to the fact that recent developments in this field and the 
effectiveness of the systems give the right to consider it as 

one in competition with reliable physiological methods of 
identification, such as DNA fingerprinting or fingerprint 
identification [15]. In addition, the solution to the problem 
of the writer identification can be widely used in various 
fields of human activity [16,17]. 
The purpose of this paper is to conduct an analytical review 
of methods and algorithms for solving problems arising in 
the development of writer identification offline systems. 
The structure and content of this paper is composed as 
follows. 
In the second section, a classification of the writer 
identification systems, as well as the structure of offline 
systems are presented. 
The third section of the paper is devoted to handwritten text 
databases. Creating a database is a time-taking process, so 
their availability is a very important factor in developing 
and evaluating the operation of systems in all research areas. 
This section will be useful to researchers in choosing the 
most appropriate databases for evaluating the algorithms 
and systems developed by them. 
Algorithms for preprocessing handwritten text images are 
covered in the fourth section. There are a great number of 
publications on the algorithms of this stage of development 
of identification systems. However, in this section, an 
attempt is made to systematize these algorithms depending 
on the problem they are solving at the stage under 
consideration. 
The fifth section is devoted to the problem of the formation 
of the handwritten text feature space. The considered 
algorithms are classified into five categories: geometric, 
structural, topological, statistical and spectral ones. 
The sixth section provides an overview of the recognition 
methods used in the writer identification. The results of the 
application of the methods, as well as their advantages and 
disadvantages are presented. 
The conclusion contains the key findings of the analysis of 
the state of the art of the problem under consideration and a 
set of tasks that, in our opinion, need to be solved when 
developing a writer identification offline system, taking into 
account the specific features of the style of national 
characters. 

II. THE STRUCTURE OF WRITER IDENTIFICATION OFFLINE 

SYSTEMS 

There are two main approaches to identifying the writer of 

a handwritten text: identification in the mode of current 

character input (online) and identification using a 

previously written document (offline). The task of the 

writer online identification is considered less complicated 

than that of offline identification, since the online mode 

involves combining the process of forming the input 

images and entering them into the system. This allows the 

system to ‘observe’ the process of styling of the input 

characters, which in turn allows it to receive not only 

graphical information but also data on the style of entering 

input images, such as the dynamics of the pen movement 

and, in some cases, the pressure force that are not available 

in the off-line mode [9,15,18-20]. 

Further, the paper reviews methods for solving the 

problems of the development of writer identification offline 

systems only. 
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Fig. 1 shows the standard structure of a writer identification 

system [20]. At the first stage, the system receives 

handwritten text samples as images. At the second stage, 

the received data are pre-processed. Further, necessary 

features are extracted from the handwritten text images. 

Then, the features are used to calculate the degree of 

belonging of the text to various writers. The writer with the 

highest similarity rating is given by the system. It should be 

noted that the choice of the method for tackling the task of 

each stage depends heavily on the methods used at the 

previous stages. 

 

 
Figure 1: The standard structure of offline writer identification system 

[20] 
 

In addition to the above classification, identification 

systems can be divided into text-dependent and text-

independent ones, depending on whether the system knows 

the text to be entered by the user and whether the system 

uses this information. If the text-dependent identification is 

used, both fixed texts and those generated by the system 

and proposed to the user can be used. For example, the 

verification of identity using the signature widely employed 

when using credit cards is a special case of text-dependent 

identification. Text-independent systems are designed to 

process a free text and do not require the same characters 

for comparison. The text-independent approach uses a set 

of features whose components describe global statistical 

features extracted from the entire text image. Therefore, it 

can be called the texture analysis approach. 

As noted previously, the task of the writer online 

identification is considered less complex than that of 

offline identification. One of the reasons is the fact that at 

the stage of obtaining the original image in case of offline 

identification, there is a high probability of its distortion. 

Such distortions may originate from technical reasons 

(artifacts and other defects that occur when scanning an 

image). In addition, the human factor is also of great 

importance (interferences during scanning caused by the 

user’s fault), and the state of the scanned document may be 

far from ideal (spots, blots, bends, cuts, etc.). 

However, we think that the most important factor that 

makes it difficult to tackle the task of identification using a 

handwritten text is the high variability of the same person’s 

handwriting. Moreover, the characteristics of a text depend 

heavily on: 

 the conditions under which it was written; 

 the writer’s emotional state; 

 the writer’s age and profession; 

 the writer’s intentions (deliberate change in his/her 

handwriting). 

III. HANDWRITTEN TEXT DATABASES 

Collecting samples to create databases is a long, labor-

intensive process, since it involves obtaining the maximum 

possible diversity of samples. The availability of standard 

databases not only solves the problem of the source data for 

the researcher, but also allows him/her to objectively 

evaluate the effectiveness of the developed algorithms and 

the system as a whole, as well as to compare them with the 

existing ones. 

So far, a large number of databases that hold the samples of 

handwritten texts in various languages have been created 

throughout the world. Most of them, however, require 

additional processing to verify the functionality of the 

developed algorithms. Further, there is a description of the 

databases that are the most popular with researchers. 

The MNIST database [21] contains 60,000 handwritten 

numerals for learning and 10,000 ones for testing. 

Moreover, the images in the database are normalized in 

size and centered inside the image. In the database, the 

samples are stored in the form of grayscale images of 

handwritten numerals of 20x20 pixels inscribed in a 28x28 

square (Fig. 2.a). The object in the image is centered by 

searching for the center of mass. The database is ideal for 

researchers who need to try out learning methods on real 

data without the extra effort to be spent on formatting and 

pre-processing. 

The IAM database [22] is a set of grayscale images of 

English handwritten text, scanned with a resolution of 600 

dpi. The database contains 1,539 scanned handwritten 

pages of 657 writers (Fig. 2.b). This text database can be 

used to test the methods of segmentation, handwritten text 

recognition, as well as the writer identification. 

 

 

 

a b 

 
Figure 2: Samples of handwriting from MNIST (a) and IAM (b) 

 

The Centre for Analysis and Recognition of Documents at 

the University of Buffalo has created the CEDAR [24] 

mainly intended to conduct research in the field of 

automatic processing of postal addresses on envelopes. The 

samples contain 5,632 handwritten samples of city names, 

4,938 ones of state names and 9,454 zip codes (Fig. 3.b). 

The data are divided into separate subsets for learning and 

testing. This database can be used to evaluate the results of 

tackling a number of tasks of handwritten text analysis, 
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including the tasks of text and word segmentation, the text 

recognition, and the writer identification. 

 

 

 

 

 

 

 

a b 

 
Figure3. Samples of handwriting from RIMES (a) and CEDAR (b) 

 

The CVL [25] is a database of handwritten samples 

designed to evaluate the performance of systems of 

handwritten text recognition, word segmentation, and the 

writer identification. The database consists of sets of 

handwritten texts by 310 writers, representing one page of 

a text in German and six pages in English (Fig. 4.a). 

A large number of image databases: IFN/ENIT [26], 

ARABASE [27], CENPARMI-Arabic [28], Al-Isra [29], 

KHATT [30], QUWI [31], etc. are available for testing the 

systems for the identification of the Arabic text writer. 

The IFN/ENIT database [26] contains images of the names 

of cities and villages of Tunisia, together with a zip code, 

written by hand. The image database consists of specimen 

of handwriting of 411 writers. The total number of words 

(names of cities/villages, zip code) in the database is more 

than 26,400, consisting of 210,000 letters and numbers. All 

the data are stored in the database as binary images with a 

resolution of 300 dpi (Fig. 4.b). The database is designed to 

evaluate pre-processing algorithms, recognition of Arabic 

handwritten words, as well as the writer identification. 

 

 

 

a b 
Figure4. Samples of handwriting from CVL(a) and IFN/ENIT(b) 

 

The ARABASE database [27] is intended for both the 

writer online and offline identification and the handwritten 

text online and offline recognition. The database holds 

segmented images of paragraphs, words, letters, numerals, 

and signatures. It is also notable that a toolkit is attached to 

this database in the form of a program that allows tackling 

traditional tasks of analysing documents in image 

databases. 

To create the CENPARMI-Arabic database [28], samples 

of Arabic handwritten text by 328 writers were used. It 

holds segmented images of numerals, characters, lines and 

words (Fig. 5.a). The database is divided into three groups: 

the first group of images consists of handwritten samples 

by 100 writers, the second one contains handwritten 

samples of 228 writers, and the third group is a mixture of 

samples from the first and second groups. The database can 

be used for recognition of Arabic characters and numerals, 

as well as for word segmentation. 

The Al-Isra database [29], created by researchers at the 

University of British Columbia, is a large collection of 

handwritten samples containing words, numerals (Fig. 5.b), 

signatures, and sentences. The samples are provided by 500 

students of Al-Isra University (Jordan). The database holds 

500 Arabic sentences, 37,000 words, 10,000 numerals, and 

2500 signatures. The database can be used for the 

handwritten text recognition and the writer identification. 

KHATT [30] is an Arabic handwritten text database that 

consists of 1000 samples of the same number of writers 

from different countries (Fig. 6.a). Each sample text is 

scanned in three different resolutions: 200, 300 and 600 

dpi. The database holds 2,000 paragraphs of text. It is 

provided with tools that make it possible to segment the 

images of texts contained in the database into lines and 

paragraphs. The database is designed to assess the 

performance of the system when tackling tasks of pre-

processing, segmentation, as well as the writer 

identification. 

 

 

 

a b 
Figure5. Samples of handwriting from CENPARMI-Arabic(a) and Al-

Isra(b) databases 

 

The QUWI database [31] stands out of the other Arabic 

handwritten text databases. The database is an extensive 

collection of text samples written by 1017 writers of 

different cultural and educational backgrounds. Its unique 

feature lies in the fact that it is a bilingual database holding 

four pages of handwritten text by each writer, two of which 
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are written in English, and the other two are written in 

Arabic. This allows using the database in solving a number 

of interesting cases of the writer identification. Another 

specific feature thereof is that 2 pages in different 

languages contain free text, and the other two contain 

predefined text (in Arabic and English). This allows using 

the database for testing both text-dependent and text-

independent systems for the writer identification. 

Chinese, Japanese and Korean are the most common Asian 

languages that partially or fully use Chinese characters. To 

conduct research in the field of analysis and processing of 

such characters, a huge number of handwritten text 

databases have been created. Let us consider some of the 

most common ones. 

PE92 [32] is a unique database holding 100 handwritten 

text images consisting of 2,350 letters of the Korean 

phonetic alphabet (Hangul). 70 pages are written by more 

than five hundred writers, and 30 ones are written by one 

person. The writers filled the pre-defined fields with 

characters. The database can be used for the character 

recognition and the writer identification. 

The HCL-2000 database [33] consists of a set of frequently 

used Chinese cursive characters by 1000 writers (Fig. 6.b). 

In addition to the information about the 3755 characters 

that make up the database, there is information related the 

writer’s age and gender. This allows using the database in 

tackling the tasks of the writer identification, determining 

his/her age and gender based on the analysis of the 

character images. 

 

 

 

a b 
 

Figure6. Samples of handwriting from KHATT (a) and HCL-2000 (b) 

 

Currently, the CASIA database [34] is one of the largest 

Chinese character databases and includes data for both the 

offline and online writer identification. However, for the 

offline identification, the database was created as follows. 

Each writer (2,039 people in total) wrote five pages of 

handwritten text. The pages were scanned with a resolution 

of 300 dpi, and the characters were segmented (Fig. 7). 

Each image was also divided into the background and the 

text. The division makes it possible to get a high quality 

binary image using a simple transformation. 

 

 

 

a b 
 

Figure7. Samples of handwriting text (a) and segmented hieroglyphs (b) 

from CASIA 

 

In addition to the above bases, there are a large number of 

open access handwritten text databases [35-41], which can 

be used to evaluate the solution of various problems arising 

in the development of writer identification offline systems. 

A detailed description of the databases is given in [42]. 

IV. IMAGE PREPROCESSING 

The preprocessing of the original image is an important and 

integral part of image processing and analysis systems. At 

this stage, the following tasks are tackled: 

 improving the quality of the original image; 

 the image binarization; 

 line and word segmentation in the image; 

 the image normalization. 

The results of the stage significantly affect the quality of 

the system as a whole. The following are the most 

frequently used algorithms that allow tackling the above 

tasks. 

A. Image Enhancement 

The original image enhancement is carried out using image 

processing methods in order to eliminate defects arising in 

scanning, as well as improving the quality of the work of 

other pre-processing algorithms. 

Such actions as blurring, contrast enhancement, brightness 

histogram equalization, etc. are often applied to the original 

image. [5,6]. 

B. Binarization 

The image binarization is conducted in order to 

significantly reduce the amount of processed information 

by transforming the original image (usually a grayscale 

one) to a binary one. The smallest loss of the information 

important to recognition and the maximum elimination of 

noise in the image is an important condition for the 

transformation. 

This stage is closely related to the subsequent stages of the 

image processing and analysis used in recognition, and, 

from a practical standpoint, the binarization algorithm 

performance is evaluated based on the operation of the 

system as a whole. 

The binarization image transformation algorithm is 

extremely simple, and the main problem is to choose the 

binarization threshold value based on some a priori 

information about the image. The choice of the binarization 

threshold is based on the assumption of a pronounced 

bimodality of the image brightness histogram. 

Binarization algorithms are classified into global and local 

by the type of the binarization threshold. Binarization with 
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a global threshold implies dividing the original image into 

the background and objects using the threshold defined for 

the entire image [43-47]. Local thresholds are defined in 

the local block (window) of the image, and the 

transformation using the threshold is performed only in the 

block under consideration [47-52]. Note that transformation 

with a global threshold is much faster than transformation 

with a local one. However, in practice, the latter algorithms 

are more often used, since they give better results with 

great differences in brightness in various parts of the text. 

The binarization problem can also be considered as a 

clustering problem with an a priori known number of 

clusters equal to 2. This implies that known clustering 

methods can be used to solve this problem [53,54]. 

C. Segmentation 

The algorithms of this stage allow selecting areas of 

interest in the image for their subsequent analysis. 

Proper segmentation is an essential component of offline 

identification systems. Recently, a large number of 

segmentation algorithms for handwritten objects in an 

image have been developed. The algorithms can be 

classified depending on their purpose: line segmentation 

algorithms, word segmentation algorithms. 

Line Segmentation: Line segmentation in a handwritten 

text is a difficult task due to the fact that lines can be non-

parallel, bend, be close to each other, the text elements of 

different lines can be superimposed on each other [55]. All 

the factors, which are not found in machine-printed texts, 

do not allow using directly known algorithms for machine-

printed line segmentation. 

Algorithms of the handwritten text line segmentation are 

divided into three main groups: algorithms based on the 

analysis of horizontal projections; blur algorithms; 

algorithms based on the Hough transformation. In addition 

to the mentioned ones, there are also algorithms that cannot 

be included in any of the listed groups or be combined into 

one group due to the absence of a generalizing feature. 

The algorithms based on the analysis of horizontal 

projections segment the lines by searching for the 

minimum ‘islands’ on the calculated horizontal projection 

of the original image. The algorithms are often used for 

machine-printed line segmentation, but they can be adapted 

to handwritten line segmentation [56,57]: the image is 

divided into vertical bars, and an analysis of horizontal 

projections is conducted for each of them. 

In blur algorithms [58,59], in a binary image, successive 

black pixels are blurred along the horizontal direction. If 

the distance between the white space is within the specified 

threshold, it is filled with black pixels. The areas of related 

components in the blurred image are taken as lines. 

As is known, the Hough transformation can be used to find 

straight lines on images [5,6]. The slant of the handwritten 

lines in the image can be determined by applying the 

Hough transformation to the center of gravity of each 

related component of the analysed image [60]. Using the 

proximity criteria and the directions of continuity of related 

components, handwritten text lines are segmented. 

Intersecting components are a problem for algorithms 

based on the analysis of horizontal projections (as they 

increase the value of the projection profile in the areas 

where its minimum should be) and blur algorithms (as they 

use connected components of text pixels to build lines), but 

have little effect on some algorithms of the third group, in 

particular, [61]. 

To search for intersecting elements from different lines, it 

is possible to use such features as the size of the text 

cohesion components, the fact that one component is 

assigned to several lines or, on the contrary, that it is not 

assigned to any line. After such questionable components 

have been found, it is necessary to determine whether they 

belong to a certain line or whether they should be 

decomposed into elements belonging to different lines. 

Such vertical decomposition of components is a difficult 

task. 

A simple solution to the task involves cutting the 

component into parts by horizontal lines [62], but more 

nuanced approaches, such as extracting individual strokes, 

can be applied [63]. 

Word Segmentation: Normally, word segmentation is 

performed after the line segmentation stage. However, 

there are algorithms [64] that first allow segmenting words, 

and then segmenting lines based on an assessment of the 

proximity criterion and the direction of continuity of the 

connected components. 

The difficulty of the handwritten text word segmentation 

lies in the fact that, unlike a machine-printed text, where 

the distance between words is more or less constant, and 

the distances between characters inside a word is much less 

than those between words, in a handwritten text, the 

distance between words can vary greatly. 

This task is tackled as follows. The words are formed from 

connected components of the text of the line under 

consideration based on the analysis of the distance between 

the components. The problem of attributing this distance to 

the distance between the components of a word or the 

distance between words is solved by classification 

methods. 

Given that the distance between connected components is 

sensitive to the forms of the components, a large number of 

methods for calculating the distances have been proposed. 

Thus, for example, in [65], it was proposed to calculate the 

distance as the Euclidean distance between the nearest 

points of adjacent components or between the rectangles 

into which the components are inscribed. When cross-

cutting such rectangles, it is recommended to use the 

minimum distance determined among the distances 

between points of adjacent connected components located 

on the same horizontal line. 

[66] Proposes a different approach to determining the 

distance: each connected component is inscribed into a 

convex polygon, and the center of gravity of the polygon is 

determined. Further, the points of the centers of gravity of 

the adjacent connected components are connected by a 

right line, and the points of intersection of the convex 

polygon lines and the right line are determined. The 
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distance between adjacent connected components is taken 

as the distance between the intersection points. 

D. Normalization 

The stage of pre-processing is aimed at bringing the images 

of handwritten objects to a certain standard form without 

significant loss of individual features of their style. 

The most commonly used methods are the correction of a 

word or a line in general [67,68]. Correction algorithms for 

the slant angle, the width normalization and vertical scaling 

of a word or part thereof are less commonly used. The 

influence of applying the algorithms on the writer 

identification using hidden Markov models was studied in 

[69]. The results of the studies showed that the pre-

processing conducted in the form of word vertical scaling 

turned out to be the most effective for extracting features 

using this method. 

Before using some methods of feature extraction, methods 

of skeletonization of handwritten objects are used 

[5,64,70,71]. The methods are used in order to extract 

handwritten text features that are resistant to changing the 

width of the text strokes [72,73]. 

V. FEATURE EXTRACTION 

The object feature extraction is one of the main tasks to be 

tackled by many systems for processing and analysing 

visual information. This task has been the focus of attention 

of many researchers for a rather long time, and in many 

publications, in particular [74-76], the importances of 

issues related to the extraction of characteristic features are 

emphasized. 

An analysis of publications devoted to image processing 

and computer vision, in particular [5,6,74-79], shows that 

various authors consider the task of extracting the features 

of objects given as images and offer various classifications 

of the methods used to tackle this task. For example, in [74] 

all the features used in the description and recognition of 

images are divided into three categories: physical, 

mathematical and structural ones. In [75], the features used 

in the description and recognition of images are classified 

into four groups: geometrical, spectral, statistical, and 

topological ones. A similar classification of the features of 

objects represented as images and the corresponding 

methods for the extraction of characteristic features with a 

certain level of detail is given in many sources of literature. 

However, in order to facilitate the analysis of the task under 

consideration, let us divide all the methods for feature 

extraction and, accordingly, all the features used in the 

description of recognizable objects represented as images 

into five categories: geometrical, structural, topological, 

statistical and spectral ones. 

As it is known, there are many languages in the world, and 

each of them, due to its uniqueness, requires a specific 

approach to the task of the writer identification. Therefore, 

it is obvious that the task of the writer identification varies 

depending on the language. So, textural features obtained 

using a multi-channel Gabor filter and gradation adjacency 

matrices are generally accepted for the Chinese language. 

As to the English language, the range of such features is 

very wide: from micro-level features to macro-level ones 

and edge distribution. Moreover, studies have been 

conducted for other languages (Arabic, Persian), too. 

Combinations of some textural and allographic features, as 

well as of hybrid spectral and statistical measurements, 

multichannel filters (Gabor, XGabor) are used to obtain the 

individual characteristics of writers’ handwritings. It 

follows that the features should be selected based on the 

distinguishing characteristics of each language. 

A. Geometrical Features 

The geometrical approach includes those methods that are 

based on determining the geometrical characteristics of 

objects represented as images [5,6,75]. This group includes 

methods related to the representation of the geometry of the 

object contour, which are quite specific, but widely used in 

the field of image processing and computer vision [5,6]. 

[80,81] describe algorithms for generating a set of 

geometric features of the English text images, which 

consists of the height of the three main zones of a 

handwritten text, the distance between the connected 

components, and the angle of the style slant. This set of 

features made it possible to achieve 90% identification 

accuracy using the k nearest neighbours’ method in a 

sample of 100 images by 20 writers. 

In [82], eleven features were identified for tackling the task 

of identifying the writer of documents containing the 

numbers: aspect ratio, the number of end points, the 

number of transitions, the size of shape and the number of 

loops, width and height distribution, the angle of style, 

shape, average curvature, and gradient. To make 

comparison, the authors used the Hamming distance. 

B. Structural Features 

The structural approach is used in extracting the 

characteristics and features that display the characteristic 

elements (primitives) and fragments, as well as the 

relationship between them [5,77,83]. Structural features of 

images are resistant to various kinds of changes, and they 

are most preferable in analysing images with great a priori 

uncertainty. 

In [84], images of handwritten texts are segmented into 

characters, and so-called micro-features are extracted for 

each of them. The micro-features consist of 512 bits: 

gradient features (192 bits), structural features (192 bits), 

and concave surface features (128 bits). Using this set of 

features, the accuracy of identification by the k nearest 

neighbours’ method has reached 97.71%. 

The authors of [85] used four different methods for feature 

extraction. The first one extracts gradients, structural 

features, and concave surface features; the second one 

extracts the features describing the distribution of 

directions in each segment of the word; the third one 

extracts the features that contain information about the 

curvature of the segmented handwritten object; and the 

fourth one extracts the features that measure the similarity 

between the contours of objects. 

In [86], the writer of a letter was identified on the IAM and 

RIMES bases using the chain code of the contour of 
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handwritten objects. The recognition accuracy on the first 

one was 86%, and the same obtained on the other one was 

79%. It should be noted that the use of such a feature as a 

chain code that is easy to extract allowed obtaining good 

results, therefore, in our opinion, being used in combination 

with other features, it will significantly increase the quality 

of recognition. 

C. Statistical Features 

The statistical approach is based on the stochastic nature of 

the model used to describe the brightness function in the 

image [5,6,77,87]. In this approach, the brightness function 

is considered as the realization of a (stationary) random 

process (or processes for colour images). In this case, the 

numerical characteristics of a random process will be the 

features of the object. This group includes methods of 

stochastic geometry. Using these methods, a number of 

geometrical features associated with some random 

variables are determined. 

A review of methods for the extraction of statistical 

features of handwritten objects is given in [88]. The authors 

determined that estimating the distribution of the loop 

contour of handwritten objects provides better recognition 

results as compared to other statistical features. This 

estimation made it possible to identify the Firemaker base 

writers with an accuracy of 63%. 

D. Spectral Features 

The methods for feature extraction developed as part of the 

spectral approach are based on the spectral model of image 

transformation. They differ in the type of function called 

the kernel of transformation [5,6,77,87]. The kernels of 

transformation used in the Hadamard, Karhunen-Loève, 

Radon, Fourier, Haar transforms can be indicated as typical 

representatives of such functions. 

[89] presents a method for spectral feature extraction based 

on the fast Fourier transform. This method has been tested 

on 200 Chinese texts by 100 writers. The method showed 

an accuracy of 98% for the first 10 candidates for the 

authorship of the letter and 64% for the first candidate 

using Euclidean and weighted distance classifiers. This 

scheme is stable, and the possibility to use it for large 

volumes of data is another advantage thereof, however, it 

takes large computational effort to extract features using 

this method. 

VI. RECOGNITION 

A. Separation Surfaces-Based Algorithms 

The earliest pattern recognition algorithms are the ones 

based on building surfaces that separate classes from each 

other. In many tasks, including the task of person 

identification using the handwritten text images, 

descriptions of objects are specified by sets of values of 

numerical features (objects can be represented as points in 

n-dimensional Euclidean space). Such objects (points) can 

be divided into classes by hypersurfaces of a rather simple 

form. 

The support vector method (SVM) and linear discriminant 

classifiers (LDC) are the most common algorithms for 

assessing the similarity of handwritten images from the 

class of algorithms under consideration. For example, the 

LDC was successfully applied to classify images of 

handwritten text in [90], and accuracy of 90% to 100% was 

achieved in various test bases. 

B. Neural Networks 

These algorithms are based on the use of various types of 

artificial neural networks (ANNs) for pattern recognition. 

In a multilayer perceptron with backward propagation of 

error, which is one of the most common architectures, the 

work of neurons is imitated within a hierarchical network, 

where each neuron of a higher level is connected by inputs 

to the outputs of neurons of a downstream level. The values 

of the input parameters, based on which it is necessary to 

make certain decisions, predict the development of the 

situation, etc., are fed to the neurons of the lowest layer. 

These values are considered as signals transmitted to the 

next layer, attenuating or amplifying depending on the 

numerical values (weights) attributed to interneuronal 

connections. As a result, a certain value, which is 

considered as a response - the reaction of the entire 

network to the entered values of the input parameters, is 

generated at the output of the neuron of the uppermost 

layer. To apply the network in the future, it should first be 

trained on previously obtained data, for which both the 

values of the input parameters and the correct responses to 

them are known. Learning consists in the selection of 

weights of interneuronal connections. 

To tackle the task of assessing the similarity of handwritten 

texts, neural networks are often used [91,92]. For example, 

high identification accuracy (98.9%) was achieved on the 

ICDAR13 test base using convolutional neural networks 

[93]. 

C. Metric Algorithms 

Of this class of algorithms, the k nearest neighbour’s 

algorithm in various modifications was most widely used in 

tackling the task of identifying a person using text images. 

In addition, we note the use of the classification algorithm 

based on the potential method in the development of these 

systems. 

In [94], a weighted Euclidean distance was used to assess 

the similarity of handwritten Chinese characters of texts, 

and an accuracy of 95.7% was achieved when checking on 

the Chinese HBPI base. The authors of [95] argue that 

when checking the k nearest neighbour’s algorithm using 

the Hamming distance on the Firemaker handwritten texts 

base to determine the writer, a better result (97%) was 

obtained against the use of Chi-square, Minkowski, 

Euclidean, and Bhattacharyya distances. 

The k nearest neighbour’s algorithm has the following 

advantages: 

 it is easy to implement, and introducing various 

modifications is possible; 
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 it is possible to interpret the classification of an object 

by presenting the nearest object or several ones to the 

user; 

 the precedent logic of the work of the algorithm is well 

understood by experts, etc. 

The algorithms have the following disadvantages: 

 it is necessary to store the entire learning sample, 

which leads to inefficient memory consumption and 

excessive complexity of the decision rule. In the 

presence of errors (both in the initial data and in the 

similarity model), this can lead to a decrease in the 

classification accuracy near the class boundary. It is 

reasonable to select the minimum subset of reference 

objects that are really necessary for classification; 

 searching for the nearest neighbor requires comparing 

the classified object with all the objects in the sample 

for O(ℓ) operations. For tasks with large samples, this 

can be disadvantageous. The problem is solved with 

the help of efficient nearest neighbor search 

algorithms, which require an average of O(lnℓ) 

operations; 

 in its original form, the model of the k nearest 

neighbor’s algorithms is extremely poor. It has only a 

free parameter k, and even that one is discrete with a 

small number of reasonable alternatives. To enrich the 

model, it is necessary to enter the weights of objects 

and/or parameterize the metric calculation method. 

D. Recognition Algorithm Based on the Potential Function 

Method 

The idea of this recognition algorithm is quite simple: if the 

learning object xi is classified incorrectly, then the yi class 

potential is insufficient in the point xi, and the weight γi 

increases by one.  

The advantage of this algorithm lies in the fact that it is 

very effective when learning objects arrive in a stream, and 

there is no possibility or need to store them in memory. In 

those years when the method of potential functions was 

invented, storing the sample was really a big problem. 

The algorithm, however, has many disadvantages: 

 the result of training depends on the order of 

presentation of objects; 

 slow convergence; 

 the weights γi are too roughly tuned; 

 the potential centers are too roughly tuned; generally 

speaking, it is not required that their optimal positions 

coincide with the learning objects; 

 the task of minimizing the number of potentials 

(nonzero γi) is not set at all; 

 the hi parameters (window width) are not tuned at all, 

and as a result, the quality of classification is relatively 

slow. 

The more modern method of tuning linear combinations of 

potential functions is based on the EM algorithm [96]. It 

allows optimizing both the width of each potential and the 

positions of the centers, and even the number of potentials. 

VII. CONCLUSION 

An analysis of literature on the theme allows us to draw the 

following conclusions. Unlike the algorithms of pre-

processing of handwritten text images that are not related to 

the language of the text, the choice of the handwritten text 

features depends on the specific features of the language in 

which the text is written. It follows that the development of 

a system for Uzbek writer identification is a qualitatively 

new task for a researcher. It is necessary to use the 

experience of colleagues in the subject area. 

To develop the above system, it is necessary to create a 

database of handwritten text images in the Uzbek language, 

as well as to develop and programmatically implement the 

algorithms of the stages of the pre-processing, feature 

extraction and recognition, taking into account the specific 

features of the style of the national characters. 
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