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Abstract:  In cloud computing environment, customers are allowed to scale up and down their resource usage 

according to their needs. Here resources are multip lexed from physical machines to virtual machines through 

virtualizat ion technology. In this paper, we are try ing to avoid overloading for every physical machine of an 

automated resources management system that uses virtualization technology for allocating resources dynamically. 

We develop a new algorithm for pred icting the future load of each physical machine and then decide which may be 

overloaded next. Then we can take the necessary action to prevent the overload in the system. The experimental 

results support the improvements of our algorithm.  
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I. INTRODUCTION 

The word „Cloud computing‟ is used to describe the 

concepts of computing in a large number of computers 
connected through a real-time communication network such 

as the Internet. In science, cloud computing is a synonym 
for distributed computing over a network, and means the 

ability to run a program or application on many connected 

computers at the same time  [1]. It also refers to network-
based services, which appear to be provided by physical 

server hardware, and are in fact served up by virtual 
hardware, simulated by software running on one or more 

physical machines [PMs]. Such virtual machines [VM] do 
not physically exist and can therefore be moved around and 

scaled up or down on the fly without affecting the end user. 
 

Cloud computing has three delivery models. These are:–  

a) Software as a Serv ice (SaaS) – This model allows 

the user to use applications supplied by the 

provider. But they have no control over the 

underlying cloud infrastructure. 

b) Platform as a Serv ice (PaaS) – This model allows 

deploying user-created or user-acquired 

applications using programming languages and 

tools supported by the provider. The users have no 

control on the underlying cloud infrastructure. 

They have control only over the deployed 

applications and application hosting environment 

configurations. 

c) Infrastructure as a Service (IaaS) – This model 

allows the user to deploy and run arbitrary 

software, which can include operating system and 

applications. The users have limited control over 

the underlying cloud infrastructure such as 

operating systems, storage etc. 

 

(a) Software as a Service  
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(b) Platform as a Serv ice  

 

(c) Infrastructure as a Service  

Fig.1. Three delivery model of cloud computing 

The above three models again deployed as following:- 

a) Private cloud – This cloud is available solely for 

an organization. 

b) Public cloud – This cloud is available to the 

general public and is owned by a cloud service 

selling organization. 

c) Community cloud – This cloud is shared by 

several organizations.  

d) Hybrid cloud – This cloud is a composition of two 

or more clouds. 

 

II. RELATED WORK 

In cloud computing platform, more than one VMs get 

services from a PM. Hypervisors like Xen provide a 

mechanis m for mapping these VMs to PMs and the cloud 

users are totally ignorant about this mapping. Now a PM 

should have sufficient resources to meet all the demands of 

all VMs running on it. Otherwise, the PM will be 

overloaded and it will not provide resources to some VMs. 

Those VMs will be id le for certain time and this situation 

can degrade the performance of its VMs. 

Such situation can be avoided by predicting the future load 

of each PM. First predict the future resource demands of 

each VM. Then the future load of a PM is predicted by 

aggregating all the predicted resource demands of each 

VMs running on the PM. For a particular resource if it is 

predicted that the demand exceeds than the PM have, then 

the PM will be overloaded in the next time interval. In this 

situation some VMs should be migrated from that PM until 

the predicted load does not lead to overloaded system. Also 

the accepting PMs should not be overloaded. 

In FUSD (Fast Up and Slow Down) algorithm the future 

resource needs of VMs are p redicted based on previous 

statistics [2]. This prediction is done using the following 

equation: 

E( t ) = α * E( t - 1 ) + ( 1 -  α ) * O( t ) ,  0 ≤ 𝛼 ≤ 1, 

Where 𝐸 𝑡 and 𝑂 𝑡 are the estimated and the observed 

load at time t, respectively. 𝛼 is a constant reflecting a 

tradeoff between stability and responsiveness. 

The designers of this algorithm use the above formula to 

predict the CPU load on the DNS server in their university. 

They measure the load every minute and predict the load in 

the next minute. After many observations they set the value 

of 𝛼 is 0.7 and the Fig. 2a shows the corresponding results. 

The dotted line in the figure represents the observed values 

and the curve represents the predicted values. The figure 

shows that the curve cuts through the middle of the dots. 

This indicates that the prediction is satisfactory. 

But this formula does not reflect the acceleration of 

resource demands. As for example, if the sequence of 

𝑂 𝑡  is 20, 30, 40, and 50, then it is logical to predict  the 

next value to be 60. Unfortunately, when 𝛼 is between 0 

and 1, the predicted value is always between the historic 

and observed value. To reflect the accelaration they set 𝛼 to 

a negative value. The above formula is transformed as 

follow for −1 ≤ 𝛼 < 0 
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𝐸 𝑡 = − 𝛼 ∗ 𝐸 𝑡 − 1 +  1 +  𝛼  ∗ 𝑂 𝑡   

Hence, to measure 𝐸 𝑡  they use two parameters, ↑α and 

↓α when 𝑂 𝑡  is increasing or decreasing, respectively. 

They select the values of these two parameters ↑α = -0.2 

and ↓α = 0.7 based on field experience. Fig. 2b shows the 

results with these values.  

 
(a) α=0.7 

 
(b) ↑α = -0.2 ↓α = 0.7 

Fig.2. CPU load predict ion using FUSD algorithm 

III. PROPOSED WORK  

In this paper we introduced another algorithm for 

predicting the future resource demands of VMs. This 

prediction is based on previous statistics like FUSD 

algorithm. Here the predicting formula is slightly changed. 

The new formula is: 

𝐸 𝑡 = 𝑚 ∗ 𝐴(𝑡 − 1),  

Where 𝐸 𝑡  and 𝐴(𝑡) are the estimated and actual load at 

time  𝑡, respectively. 𝑚 is a multiplier whose value is 

calculated from previous steps as follows: 

𝑚 =
𝐴 𝑡−1 

𝐴(𝑡−2)
 . 

Though it is not possible to predict the actual future load of 

a VM, our algorithm predicts very closely. It also reflects 

both the acceleration and deceleration of resource usage. 

We do not need another equation for capturing the rising 

trends of resource usage. For example, if we get the 

sequence of 𝐴(𝑡) 20, 30, 40, and 50, then it is logical to  

predict the next value to be 60. Our algorithm predicts it as 

62.5, which is close to 20. 

Any future load prediction algorithm does not always give 

the actual result. Sometimes it gives higher value than the 

actual. It is treated as a high error. When the algorithm 

gives lower value than the actual, it will be treated as a low 

error. There is no problem for high error. In case of low 

error, there is a possibility that a PM may be overloaded in 

next time interval but we do not take any action to avoid it 

due to low prediction of the algorithm. So a better 

algorithm must decrease the probability of occurrence the 

low error. In this sense, we can tell that our algorithm is 

better than the existing one. The above two examples also 

support this. 

IV. SIMULATION RESULTS  

We use our algorithm for predict ion the percentage of CPU 

utilizat ion on the DNS server in Kalyani University. We 

predict the CPU load in every minute by measuring the 

actual loads of previous two minutes. The simulat ion 

results are shown in Fig.3.

 

Fig.3. Simulat ion results of CPU load prediction  
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V. CONCLUSION 

We have implemented an algorithm for p redicting the 

future resource demands of VMs for avoid ing the system 

overloading. Though our algorithm predicts satisfactorily, 

in future we have to be conservative in decreasing our 

prediction when the actual resource usage is decreasing. 
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